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Le Jour de colère fait pschitt
ANTOINE GUIRAL À MONTPELLIER, CATHERINE COROLLER DE NOTRE CORRESPONDANTE À LYON ET STÉPHANIE
MAURICE LILLE, DE NOTRE CORRESPONDANTE  6 AVRIL 2014 À 18:47

A Lyon, dimanche après-midi. (Photo Sébastien Erome. Signatures)

RÉCIT Très peu de monde ce week-end à Lyon, Lille ou
Montpellier dans des cortèges qui ont mélangé
quelques intégristes, extrémistes de droite ou anti
mariage pour tous.
Une pincée de bonnets rouges, une pincée d’anti-mariage pour tous et plusieurs
louches d’ultranationalistes. L’édition lyonnaise du Jour de colère a rassemblé 300
personnes environ cet après-midi dont les deux tiers de crânes rasés derrière Yvan
Benedetti et Alexandre Gabriac, ex-leaders de l’Œuvre française et des Jeunesses
nationalistes, dissoutes par Manuel Valls. Une déception pour les organisateurs qui
attendaient plusieurs milliers de personnes. Avant le départ de la manifestation, les
organisateurs avaient prévenu qu'«aucun slogan à caractère antisémite,
homophobe ou à caractère raciste ne serait toléré». Les manifestants ont défilé
entourés d’un imposant dispositif policier au son de «Hollande démission»,
«Taubira à Cayenne», les troupes de Benedetti et Gabriac s’en tenant à leur habituel
registre «bleu blanc rouge la France aux Français».

A Montpellier, le résultat n’est guère plus florissant : quatre pelés, trois (crânes)
tondus… et un chien patibulaire tenu en laisse. La manifestation qui tentait de
coaliser les identitaires de la Ligue du Midi, les anti mariage pour tous et les
«patriotes souverainistes» a fait pschitt. En début d’après-midi, ils étaient à peine
une soixantaine à se retrouver sous la statue de Louis XIV dans les jardins du Peyrou
avant de parcourir quelques rues du centre-ville au son de chants occitans couverts
par le bruit d’un groupe électrogène. Une ex-vieille barbe du FN, Jean-Claude
Martinez, a bien tenté de distraire la troupe en proposant une «taxe sur les ordures
politiques» ou en rappelant que «la petite Marine on l’aime tous, Dieu la glorifie»,
rien n’y a fait. Leader du groupuscule familial de la Ligue du midi, Richard Roudier a
laissé la parole à son fils Olivier (condamné par le passé pour propos racistes, salut
nazi) qui a assuré que «ce jour approche où les corrompus devront courir».

De sinistres augures, dans la veine des propos entendus samedi à Lille où 120
manifestants sont partis à 14h de la place de la République, pour un tour de deux
heures dans le centre-ville. La déception de se voir si peu était visible sur les visages.
Tant pis pour le stand de tee-shirts, floqués du slogan «La police politique de
Manuel Valls nuit gravement à la santé», qui ne remplira pas autant que prévu les
caisses du mouvement «apolitique». C’est ce que jure Louis-Marie Ganascia,
coordinateur régional de Jour de colère. Le jeune homme est un membre actif du FN
Jeunesse, ce qu’il niera devant les journalistes, affirmant avoir quitté le parti. Le 20
mars dernier, il était pourtant encore dans l’organisation du meeting de Marine Le
Pen, venue à Lille soutenir le candidat FN Eric Dillies.

«Nous sommes là pour demander l’abrogation de la loi sur les mariages gays»,
expliquent Yamina et Marie-Annick. La France a dit non, et ils n’ont rien compris.»
Elles sont également contre la PMA, la GPA : «Nous sommes là pour sauver les
enfants, on ne donne pas des enfants à un couple homosexuel». Serge, de Civitas,
pourfend comme elles «la politique anti-familiale» du gouvernement et «l’arrivée
du troisième sexe». «Le socialisme est une idéologie mortifère pour la société, ils
veulent changer la nature humaine, mais la nature ne changera jamais.» Il ne
s’estime pas extrémiste : «Je me sens catholique et bien chez moi», dit-il, même s’il
regrette que «depuis la Révolution française, on a beaucoup perdu». Les badauds
du samedi sont restés bouche bée, devant cet assemblage hétéroclite, géré par un
service d’ordre au crâne rasé et tout de noir vêtu. «Des excès de jeunesse», les justifie
Serge. A côté du drapeau français, flottaient le Lion des Flandres, ou l’emblème
chouan, cœur rouge surmonté d’une croix. En fond de manif', derrière une banderole
réclamant «Une autre Europe», les militants du MAS (Mouvement d’action sociale)
donnaient une touche encore plus radicale au cortège. Jean, fine moustache, cheveux
gominés, Ray-ban et perfecto, un membre du MAS, veut rectifier l’image qu’on
pourrait donner de son mouvement. «Nous ne commettons aucune action violente,
nous avons toujours respecté le cadre légal.» Il réfute l’étiquette extrême droite,
préfère se situer «dans la périphérie politique», avec un «combat anti-capitaliste»,
et rêve d’ «une souveraineté populaire», faite de référendums, avec autogestion des
entreprises. Tout en revendiquant la «défense d’un héritage historique», pour un
néofascisme qui ne dit pas son nom.

Furieuse, Alice Villain, déléguée jeunesse de Debout la République, le parti de
Nicolas Dupont-Aignan, a choisi de quitter les rangs. «Je suis patriote, et en colère,
mais ce déséquilibre en faveur des nationalistes dans le cortège font que je me sens
mal à l’aise.»

 

Antoine GUIRAL à Montpellier, Catherine COROLLER De notre
correspondante à Lyon et Stéphanie MAURICE LILLE, de notre
correspondante
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"Le Jour de colère fait pschitt."

... A l'orange, ou au citron ?...

J'AIME RÉPONDRE

Que de mots pour dire qu'à  ce rassemblement il n'y avait pas grand monde !!!

En écrivant peu , on pouvait en dire beaucoup!!!! 

J'AIME RÉPONDRE

On ne me voit pas sur la photo... J'étais juste derrière le mur en train de fulminer... 

Pitoyable, cette manif... des têtes d'enterrement, tous en noirs ou presque... on
s'éclate pas dans les rangs... et, ce qui fait peur, beaucoup de jeunes... 

Et ce slogan : pédo criminalité LGBT... Je veux qu'on m'explique... Pédo, c'est bien
pédophile ? Alors quel rapport ? 

Bon... ils m'ont bouzillé une  heure d'un beau dimanche ensoleillé : 1/2 heure (pas
plus) pour la manif (le cortège des camions de police était plus long) et 1/2 heure pour
faire le tour par la Choulans parce qu'ils remontaient les quais... 

Pitoyable !!! 

J'AIME RÉPONDRE

vous oubliez de dire aussi : pas de vitrines brisées, pas de poubelles ni de voitures
incendiées, pas d'agressions de passants ..... pas comme quand les "antifas"
manifestent  

5 J'AIME RÉPONDRE

TITI 7 AVRIL 2014 À 0:14

@tousdesfachos  

Les «!antifas!» et bien d’autres progressistes ont manifesté ce weekend, et
étaient bien plus nombreux que les réactionnaires. Et pourtant, pas de
vitrines brisées, pas de poubelles ni de voitures incendiées, pas
d’agressions de passants de leur part.

J'AIME RÉPONDRE

Que de textes pour un flop ! Trois lignes auraient suffit.

4 J'AIME RÉPONDRE

Les zéros sont fatigués.

1 J'AIME RÉPONDRE

MANRICOVERDI 6 AVRIL 2014 À 23:48

@Dominique-II Pas très grave : ils sont allé voter la semaine dernière et il y
a quinze jours. Le moins que l'on puisse dire est que le PS est dans une
situation délicate depuis.

3 J'AIME RÉPONDRE

DOMINIQUE-II 7 AVRIL 2014 À 0:21

@manricoverdi C'est un honneur d'être battus par ces gens. Et leurs
complices.

J'AIME RÉPONDRE

Article d'une bienveillance extrême vis à-vis de cette manifestation. Honteux.

J'AIME RÉPONDRE

Ils devraient surtout être en colère contre eux-mêmes ou contre le créateur auquel ils
font référence, de les avoir dotés de tant de bêtise et de haine.

6 J'AIME RÉPONDRE

En effet, même si l'on est "pro FN" (Le Pen) ou "Pro Debout la République" (Dupnont
Aignan), ce genre de rassemblement est grotesque. Ce sont bien les élection
européennes, puis régionales et Présidentielle qui règlent la vie politique. Loin des
gauchisants ou droiteux de tout poil : les électeurs ont déjà commencé à se venger et
ça va continuer. 

C'est bien dans les bureaux de vote, en se rendant aux urnes que se trouve la
solution. Haut les coeurs !

1 J'AIME RÉPONDRE

GENTIL-LAPIN 6 AVRIL 2014 À 21:57

@bec_rageur  10 petites villes et villages sur 36.000 communes. Haut les
coeurs! 

J'AIME RÉPONDRE

MANRICOVERDI 6 AVRIL 2014 À 23:49

@gentil-lapin Combien de défaites pour la gauche lors de ces élections et
celles à venir ? Haut les cœurs en effet...

2 J'AIME RÉPONDRE

un peu comme les "célèbres" marches blanches

J'AIME RÉPONDRE

Enfin, une bonne nouvelle. Qu'ils continuent à mener ce combat d'arrière garde,
pendant ce temps là ils nous fichent la paix. 

3 J'AIME RÉPONDRE

Ils étaient tous occupés par Sidaction.

J'AIME RÉPONDRE

KAFIR 6 AVRIL 2014 À 21:40

@argentino  

un véritable succès national , une marée humaine pour cette cause

J'AIME RÉPONDRE

Un grosse claque pour les réacs de "tout poil" !...

6 J'AIME RÉPONDRE

KAFIR 6 AVRIL 2014 À 20:42

YENPEUPLUS 6 AVRIL 2014 À 23:47

@lesphinx  

rendez-vous en mai pour les européennes pour la 2e claque

1 J'AIME RÉPONDRE

@lesphinx chut .. n'embêtez pas copé qui a du mal à se concentrer sur la
lecture de ce livre.

J'AIME RÉPONDRE

Bon, enfin une bonne nouvelle. De toutes manières, les élections municipales ont
calmé les gens et ils attendent les européennes. Le PS est de toutes manières dans la
nasse mais honnêtement Hollande l'a bien cherché.

3 J'AIME RÉPONDRE

Souvenez-vous,, la copie des indignados en France n'avait rassemblé que 300
personnes aussi, à la Bastille et tout et tout, et avec force pub.

J'AIME RÉPONDRE

Ce sont sans doute les descendants des collabos et de la gestapo française.

6 J'AIME RÉPONDRE

MANRICOVERDI 6 AVRIL 2014 À 23:28

@sarkopipeau

"Collabos", "gestapo" : ce mythe historiographique, relayé par de gentils
suiveurs dans votre genre, est un des plus efficaces instruments de
l'idéologie au pouvoir même s'il fait référence à une époque que peu de
Français vivant actuellement ont connue. Dès qu’on bouge le petit doigt
contre elle et ses menées, v’lan, Troisième Reich, Vichy, pétainisme,
extrême-droite, ventre encore fécond, bla bla bla : toutes armes absolues
de langage qui te vous paralysent un homme plus efficacement que les
meilleurs Tasers (même si certaines, comme nauséabond et heures les plus
sombres de notre histoire ont aussi, à force, un effet de gaz hilarant,
dernièrement…).

1 J'AIME RÉPONDRE

Et pendant  ce temps là JM le Pen en visite dans ma petite préfecture des Alpes
rassemble 60 personnes , alors que 350 s'étaient rassemblées pour lui dire qu'il n'était
pas bienvenu chez nous . 

Voila la  vraie France  

7 J'AIME RÉPONDRE

ARBI 6 AVRIL 2014 À 21:6

VENTDEST 6 AVRIL 2014 À 23:54

@piotr05 Votre petite préfecture des Alpes, surement un petit coin charmant
et tranquille où il fait bon vivre!

Voilà ce que je vous propose, gardez Jean Marie Le Pen, et venez vous, les
350, visitez les somptueux quartiers nord de Marseille ou les jolies cités du
93! Vous verrez, cela sera plaisant mais pas dit qu'au retour vous y soyez
encore 350 pour se rassembler contre la venue du leader FN!

1 J'AIME RÉPONDRE

@piotr05  Il y aurait une fausse France ???

Auriez vous l'amabilité de nous expliquer de qui serait t'elle donc
composée???

En voilà une république unie!!!

Sacré françois , lui qui nous disait combien il rassemblerait les citoyens !!!!!

Encore une belle anaphore qui sonne creux comme tout son pseudo
programme !!!

J'AIME RÉPONDRE

DEADZOMBIE 6 AVRIL 2014 À 20:2

LILOU89 6 AVRIL 2014 À 20:23

 @lelele"Hollande n'aurait il pas intérêt de revenir sur cette loi?qui a
certainent porte préjudices aux municipales!!!!"

Mon petit doigt me dit que le chômage et la précarité y ont été pour
beaucoup plus.

2 J'AIME RÉPONDRE

@lelele et pourquoi ? quelques dizaines de manifestants... c'est TOUT.

J'AIME RÉPONDRE

A Bordeaux, c'était misérable ce jour de colère. Trois vieux avec chapeau de feutre et
le Figaro sous le bras, une dizaine de dames chics avec tailleurs et chignons bien
ronds. Et tout autour, quelques trentenaires en blousons sombres aux visages fermés,
nostalgiques des pendentifs en forme de croix. Bref, un échec cuisant, sous un beau
soleil enrobé de cumulus...

6 J'AIME RÉPONDRE

TOMTOMME 6 AVRIL 2014 À 20:14

BALIKBAROW 6 AVRIL 2014 À 20:14

@bogoss Comme si tu y étais......

J'AIME RÉPONDRE

@bogoss  

Attendez les europeenes: c'est dans 6 semaines.

Et quand vous comparerez les scores du PS et du FN, vous verrez ou est la
misère. 

2 J'AIME RÉPONDRE

LACUZON91 6 AVRIL 2014 À 21:4

@BalikBarow @bogoss  c'est ça, faits des prières a Sainte Boutin, tu
pourrais en avoir besoin….

2 J'AIME RÉPONDRE

Ils n'ont pas besoin de manifester, ils se sont vengés dans les urnes, apparemment
cela a du mal à passer dans certains esprits qui continuent à s'imaginer que
l'opposition à ces thèmes sociétaux est ultra minoritaire.

Et pourtant les résultats sont là, je les avais prévus, Zapatero a fait la même erreur en
Espagne et le PSOE n'est pas prêt de revenir au pouvoir, mais il a fallu que l'on
s'obstine en France à suivre le même chemin et on a le même résultat. 

2 J'AIME RÉPONDRE

LACUZON91 6 AVRIL 2014 À 19:47

ILUS 6 AVRIL 2014 À 20:10

@Torrent2  On vote demain, le PSOE revient sans problème. 

J'AIME RÉPONDRE

MANRICOVERDI 6 AVRIL 2014 À 23:47

VENTDEST 7 AVRIL 2014 À 0:6

@lacuzon91 Incantation à caractère magique.

La réalité ? L'Espagne ne vote pas demain.

J'AIME RÉPONDRE

@lacuzon91

C'est assez étrange qu'à chaque fois que les socialistes sont au pouvoir
c'est l'extrême droite qui est ravivée !!!

J'AIME RÉPONDRE

@Torrent2

pas "pas prêt de", mais "pas près de".

J'AIME RÉPONDRE

Moisi. 

2 J'AIME RÉPONDRE

1

2

3

4

5

6

7

1

2

3

1€

S'INSCRIRE

1

3

4

5

6

7

2

LES PLUS PARTAGÉS

Intermittents : des directeurs des théâtres en
colère

Non, les bisons de Yellowstone ne fuient pas
une super éruption volcanique

Hidalgo, madame la maire; NKM, madame
l'amère

Bruxelles: mobilisation des syndicats pour
une «autre Europe», des blessés

Dark Vador ne pourra pas se présenter à la
présidentielle en Ukraine

«Le virus Ebola s'est retrouvé à 2500
kilomètres de sa zone habituelle»

Anja Niedringhaus, une vie pour dénoncer la
guerre

LE CHOIX DES ABONNÉS

Vote de confiance : Hollande ne fait
pas pacte de bravoure 
ANALYSE  Par Grégoire Biseau et Laure
Bretton

Paul Kagame : «Paris a été impliqué
avant, pendant et après le génocide» 
INTERVIEW  Par Maria Malagardis

La jeunesse hantée du Rwanda 
REPORTAGE  Par Maria Malagardis

Feuilleter le journal

Abonnez-vous
à Libération

seulement
le 1er mois

S'ABONNER

RECEVOIR LA NEWSLETTER
L'actu Libé tous les matins par email

Adresse e-mail

ANNONCES SHOPPING

APPRENEZ UNE LANGUE avec Babbel

Cours de langues par Internet
12 langues disponibles sur PC et tablettes, méthode

efficace et maintes fois primée

JE DÉCOUVRE

LA BOUTIQUE DE LIBÉ

Steve Jobs - 30x40cm
Une - tirage photographique professionnel
39€

Le meilleur de Libé
Anciens numéros, hors-série, collectors
A partir de 9,90€

Plus de produits

TOP RECHERCHE EN LIVE avec Orange

1. eva braun

2. f1 grand prix de bahrein

3. record marathon paris

4. sante de jean louis borloo

5. saint etienne nice

Proposé par le moteur 

A LA UNE DE LIBÉRATION

Jean-Louis Borloo met fin à ses fonctions et
mandats politiques

Le Jour de colère fait pschitt

Des parlementaires socialistes appellent à un
virage à gauche

Pour le Rwanda, la France doit «regarder la
vérité en face»

Des signaux des boîtes noires du Boeing
malaisien peut-être détectés

Ukraine: des manifestants pro-russes
investissent les locaux de l'administration à
Donetsk

Tennis: la France se qualifie pour les demi-
finales de la Coupe Davis

SE CONNECTER S'INSCRIRE

40 COMMENTAIRES

Abonnez-vous
à partir de 1€

FEUILLETER '

POLITIQUE MONDE ÉCONOMIE CULTURE NEXT IDÉES VIDÉO PHOTO ÉVÉNEMENTS ÉDITION ABONNÉS

BATAILLE DU GENRE AFFAIRE DIEUDONNÉ ROMS RYTHMES SCOLAIRES SANTÉ PROSTITUTION ÉDUCATION

()



• Social media

• Web content in general

• Other internet protocols and applications

WHERE ?

USENET (discussion forums), emails, messengers



WHAT ?

• Confirmed reciprocal connections

• Formal links

• Implicit networks



WHAT ?

• Confirmed reciprocal connections

• Formal links

• Implicit networks



WHAT ?

• Confirmed reciprocal connections

• Formal links

• Implicit networks

trary monotonic function could describe the relationship be-
tween two variables, without making any other assumptions
about the particular nature of the relationship between the
variables. Our inclusive and complete dataset guarantees re-
liability of the correlation estimates. The closer ρ is to +1
or −1, the stronger the likely correlation. A perfect positive
correlation is +1 and a perfect negative correlation is −1.

Comparing three measures of user influence
To see what kinds of users are the most influential, we visited
the Twitter pages of the top-20 users based on each measure.

The top influentials The most followed users span a wide
variety of public figures and news sources. They were
news sources (CNN, New York Times), politicians (Barack
Obama), athletes (Shaquille O’Neal), as well as celebrities
like actors, writers, musicians, and models (Ashton Kutcher,
Britney Spears). As the list suggests, indegree measure is
useful when we want to identify users who get lots of at-
tention from their audience through one-on-one interactions,
i.e., the audience is directly connected to influentials.

The most retweeted users were content aggregation ser-
vices (Mashable, TwitterTips, TweetMeme), businessmen
(Guy Kawasaki), and news sites (The New York Times, The
Onion). They are trackers of trending topic and knowledge-
able people in different fields, whom other users decide to
retweet. Unlike indegree, retweets represent influence of a
user beyond one’s one-to-one interaction domain; popular
tweets could propagate multiple hops away from the source
before they are retweeted throughout the network. Further-
more, because of the tight connection between users as sug-
gested in the triadic closure (Granovetter 1973), retweeting
in a social network can serve as a powerful tool to reinforce
a message—for instance, the probability of adopting an in-
novation increases when not one but a group of users repeat
the same message (Watts and Dodds 2007).

The most mentioned users were mostly celebrities. Ordi-
nary users showed a great passion for celebrities, regularly
posting messages to them or mentioning them, without nec-
essarily retweeting their posts. This indicates that celebrities
are often in the center of public attention and celebrity gos-
sip is a popular activity among Twitter users.

If retweets represent a citation of another user’s con-
tent, mentions represent a public response to another user’s
tweet—the focus of a tweet is on content for retweets, while
the focus is on the replied user for mentions. This can be
confirmed from the usage of conventions in tweets: 92% of
tweets that had a RT or via marker contained a URL and
97% of them also contained the @username field. This
means that retweets are about the content (indicated by the
embedded URL) and that people typically cite the authen-
tic source when they retweet. However, fewer than 30% of
tweets that were classified as mentions contained any URL,
indicating that a mention is more identity-driven.

Across all three measures, the top influentials were gener-
ally recognizable public figures and websites. Interestingly,
we saw marginal overlap in these three top lists. These top-
20 lists only had 2 users in common: Ashton Kutcher and
Puff Daddy. The top-100 lists also showed marginal over-

! !

!"#

$%"&

'()*+,**

-*./**.0

1*(.23(0

%

$!"4

$5"4
5"!

6"5

Figure 1: Venn diagram of the top-100 influentials across
measures: The chart is normalized so that the total is 100%.

lap, as shown in Figure 1, indicating that the three measures
capture different types of influence.

Relative influence ranks In order to investigate how the
three measures correlate, we compared the relative influence
ranks of all 6 million users (Table 1). We see a moderately
high correlation (above 0.5) across all pairs. However, the
high correlation appears to be an artifact of the tied ranks
among the least influential users, e.g., many of the least con-
nected users also received zero retweet and mention. To
avoid this bias, we focused on the set of relatively popu-
lar users. We considered users in the top 10th and 1st per-
centiles based on indegree, in the hope that users who get
retweeted or mentioned must have some followers.

Table 1: Spearman’s rank correlation coefficients
Correlation All Top 10% Top 1%
Indegree vs retweets 0.549 0.122 0.109
Indegree vs mentions 0.638 0.286 0.309
Retweets vs mentions 0.580 0.638 0.605

After this filtering step, the top users showed a strong
correlation in their retweet influence and mention influence.
Sampling the top users based on retweets or mentions leads
to similar results. This means that, in general, users who get
mentioned often also get retweeted often, and vice versa. In-
degree, however, was not related to the other measures. We
conclude that the most connected users are not necessarily
the most influential when it comes to engaging one’s audi-
ence in conversations and having one’s messages spread.

Discussion of methodology Normalizing retweets and
mentions by total tweets would yield a different measure
of influence, which might have led to very different results.
When we tried normalizing the data, we identified local
opinion leaders as the most influential. However, normal-
ization failed to rank users with the highest sheer number of
retweets as influential. Therefore, in this paper, we use the
sheer number of retweets and mentions without normalizing
these values by the total tweets of a user.

Other measures such as the number of tweets and out-
degree (i.e., the number of people a user follows) were not
found to be useful, because they identified robots and spam-
mers as the most influential, respectively. Therefore, we do
not use these measures.
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tweet—the focus of a tweet is on content for retweets, while
the focus is on the replied user for mentions. This can be
confirmed from the usage of conventions in tweets: 92% of
tweets that had a RT or via marker contained a URL and
97% of them also contained the @username field. This
means that retweets are about the content (indicated by the
embedded URL) and that people typically cite the authen-
tic source when they retweet. However, fewer than 30% of
tweets that were classified as mentions contained any URL,
indicating that a mention is more identity-driven.

Across all three measures, the top influentials were gener-
ally recognizable public figures and websites. Interestingly,
we saw marginal overlap in these three top lists. These top-
20 lists only had 2 users in common: Ashton Kutcher and
Puff Daddy. The top-100 lists also showed marginal over-
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Figure 1: Venn diagram of the top-100 influentials across
measures: The chart is normalized so that the total is 100%.

lap, as shown in Figure 1, indicating that the three measures
capture different types of influence.

Relative influence ranks In order to investigate how the
three measures correlate, we compared the relative influence
ranks of all 6 million users (Table 1). We see a moderately
high correlation (above 0.5) across all pairs. However, the
high correlation appears to be an artifact of the tied ranks
among the least influential users, e.g., many of the least con-
nected users also received zero retweet and mention. To
avoid this bias, we focused on the set of relatively popu-
lar users. We considered users in the top 10th and 1st per-
centiles based on indegree, in the hope that users who get
retweeted or mentioned must have some followers.

Table 1: Spearman’s rank correlation coefficients
Correlation All Top 10% Top 1%
Indegree vs retweets 0.549 0.122 0.109
Indegree vs mentions 0.638 0.286 0.309
Retweets vs mentions 0.580 0.638 0.605

After this filtering step, the top users showed a strong
correlation in their retweet influence and mention influence.
Sampling the top users based on retweets or mentions leads
to similar results. This means that, in general, users who get
mentioned often also get retweeted often, and vice versa. In-
degree, however, was not related to the other measures. We
conclude that the most connected users are not necessarily
the most influential when it comes to engaging one’s audi-
ence in conversations and having one’s messages spread.

Discussion of methodology Normalizing retweets and
mentions by total tweets would yield a different measure
of influence, which might have led to very different results.
When we tried normalizing the data, we identified local
opinion leaders as the most influential. However, normal-
ization failed to rank users with the highest sheer number of
retweets as influential. Therefore, in this paper, we use the
sheer number of retweets and mentions without normalizing
these values by the total tweets of a user.

Other measures such as the number of tweets and out-
degree (i.e., the number of people a user follows) were not
found to be useful, because they identified robots and spam-
mers as the most influential, respectively. Therefore, we do
not use these measures.
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3. Community structure 
 

Our study focuses on three blog communities, 
each with a central site containing a curated listing of 
blogs. We now use network analysis to determine to 
what extent each set of blogs actually forms a 
community by engaging in reciprocal, group 
interaction. But first we examine the different forms of 
interaction that can take place. 
 
3.1. Blog ties: blogrolls, citations, and 
comments 
 

Social relationships can be expressed online as 
different forms of blog ties:  

 Blogroll links are usually located in the blog’s 
sidebar and point to other blogs that the author may 
read or simply want to always include on her main 
page.  Blogrolls are typically updated infrequently.   

Citation links are made by bloggers within  their 
own posts and can reference an entire blog or just a 
particular post on that blog. By their nature, they occur 
at a fixed time point, but may be repeated. Repeated 
citations can serve as a weight for the tie – with more 
frequent citations indicating a greater interest of one 
blog for another.  

Comment links are not necessarily hyperlinks per 
se, but an interaction that occurs when one person, 
possibly a blogger, adds a comment to another 
blogger’s post.  

For both blogrolls and citations, the 
communication is indirect. It occurs on the blog with 
the blogroll or citing blog post, but may be noticed by 
the blog being referenced through blog search engines, 
server logs, or through TrackBacks. Trackbacks allow 
the citing blog to notify the blog receiving the citation 
that their post has been discussed [20]. The receiving 
blog will typically display the TrackBack, along with 
summary text of the citing post. Readers are then able 
to follow conversations across several blogs by 
traversing TrackBacks.  

Most of the blog research to date has focused on 
blogrolls and citation links [6, 14, 16, 18]. We find, 
however, that much of the interesting interaction 
occurs in comments left by bloggers directly on a post 
of another blog. This kind of communication is more 
interactive and conversational, and we observe that 
bloggers receiving many comments will comment on 
their own post in reply to others’ comments.  

 
3.1.1. Data collection. For all three communities, we 
gathered the blogroll links by hand at a single time 
point.  For better coverage, post citations were 

collected using two search engines, BlogPulse [21] and 
Technorati [22], and the data spanned April 2005 to 
March 2006 for Technorati and November 2005 to 
April 2006 for BlogPulse. Comments were gathered 
manually over a two week period just for the Kuwait 
blog community. A more detailed analysis of the 
comment network and contents of the posts will be 
presented in Sections 5 and 6. 
 
3.1.2. Link type overlap. Although one might expect 
that bloggers cite and leave comments on the blogs that 
are in their blogrolls, we found that overlap between 
the different kinds of ties, while significant, is not 
complete. As shown in Figure 1, a majority of both 
comment ties and citation links are not present in the 
blogroll network. 
  

 
 
Figure 1. Venn diagram illustrating the overlap 

in different types of blog ties (comments, 
blogrolls, and citations) for Kuwait Blogs. 

 
3.2. Density and centralization 
 

The first measure of community we consider is the 
density of links between blogs within that community. 
The greater blogosphere is vast, and the chance of a 
link falling randomly within one of these small 
communities is negligible. We find, however, that 
blogs link on average to one or more other blogs 
within the community, with the Kuwait network being 
most dense, and the DFW network most sparse. 
Overall, blogroll links are more numerous than post 
citations. 

 
Table 1. Average number of links per blog 

 Kuwait UAE DFW 
citation  2.08 1.37 0.37 

(Ali-Hasan, Adamic, 2005)

"Expressing Social Relationships 
on the Blog through Links and 

Comments"



3.4. Community structure 
 

Often times communities themselves contain 
subcommunities. Modularity measures how 
pronounced this subcommunity structure is [24]. A 
modularity of 0 means that  there is no natural way to 
subdivide the network into groups while minimizing 
the number of links between the groups, and a high 
modularity means that one can easily  subdivide the 
network. For all three blog networks, we find relatively 
high modularity, but it is highest for DFW, which is 
the sparsest and most easily broken up network. In 
contrast, Kuwait and UAE, while displaying a degree 
of local interaction between subgroups of blogs, have a 
tighter cohesion overall. 
 

Table 3. Modularity 
 Kuwait UAE DFW
maximum modularity 0.24 0.22 0.53 
number of communities 
at maximum modularity 

7 6 10 

 
3.5. Community boundaries 
 

Specific blogs were included in this study because 
they were listed on a central webpage for one of the 
three communities. There is a question of how self-
contained those communities are: how much 
interaction there is across the community boundaries 
and whether some popular Kuwait, UAE, and DFW 
blogs were omitted from the sites. To answer this 
question we look at the relative fraction of internal and 
external interaction and the characteristics of the most 
cited blogs outside the community.  

Overall, we see a country-level affinity of the 
blogs. The 5 most blogrolled blogs for all three 
communities are blogs from the respective countries. 
But for the DFW blogs, 4 of the top 5 blogs are A-list 
blogs in the United States that are outside of 
Dallas/Fort Worth. DFW blogs also have the highest 
percentage of blogroll links to blogs outside of their 
community (91%), while Kuwait has the lowest (53%). 
These community statistics are reflected in Figure 3, 
showing blogroll networks including external blogs 
linked to by blogs from within the community. 

The same trend is valid for citations received by 
the bloggers from other blog posts. As is shown in 
Table 4, an overwhelming majority of citations in 
Kuwait originate from within the community (79%), 
which is not the case for UAE and DFW. Finally, 
nearly half of the comments posted on Kuwait blogs 
are made by the Kuwait bloggers themselves. 
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Figure 3. Blogroll and citation links for (a) 

DFW, (b) UAE, (c) Kuwait. Nodes are colored 
red if they are in the community and are sized 

by indegree. 

 
(a) 

 

 
(b) 

 
Figure 5. The network of comments in Kuwait 

blogs. Nodes are sized by (a) how many 
people commented on their posts (indegree) 
and (b) how many posts they left comments 

on (outdegree). The color of the nodes 
corresponds to their status in the community: 

Kuwait Blogs are red, other blogs are blue, 
and anonymous authors or non-bloggers are 

white.  
 
6. Blogs and decentralized information 
sharing 
 

Along with analyzing the Kuwait comments 
network, we also tagged the blog posts in this network 
during the same two week period.  We selected this 
period since Kuwait’s ruling emir (prince) of nearly 
thirty years, Sheikh Jaber Al-Ahmed Al-Sabah, passed 

away on January 15, 2006 [26].  The Emir’s death was 
a major political and historical event in the country.  
Along with being credited as the father of modern 
Kuwait, the late emir had been symbolized as a father-
like figure.  Schoolchildren in Kuwait were even 
taught to refer to him as “Baba Jaber,” baba meaning 
father in Arabic.  For many Kuwaitis and expatriates in 
their twenties and thirties, Emir Jaber was the only 
ruler they had ever known.  In mourning his loss on 
their blogs, many still referred to him as Baba Jaber.  
Similarly, the greatest number of comments in the 
dataset was left on the day of his death (see Figure 6).  
Along with shock and grief, the Emir’s death brought 
about a succession crisis [27].  The crown prince, 
Sheikh Saad Al-Abdullah Al-Salim Al-Sabah (also 
referred to as “Baba Saad”), automatically became the 
Emir but was only in power for ten days due to being 
extremely ill [27].  There were sharp divisions amongst 
members of the royal family and the Kuwaiti 
Parliament about who would rule the country [27]. 

 

 
 

Figure 6. Distribution of total comments based 
on blog post date.  575 comments were left on 

January 15, 2006, the day that the Emir of 
Kuwait passed away. 

 
To understand the impact that the Emir’s death 

had on the Kuwaiti bloggers, we tagged each blog post 
left during this period with a one or two-word 
descriptor.  As illustrated in Figure 7, we then 
visualized these descriptors (known as tags) using a tag 
cloud, a list that displays tags in differing sizes, where 
the size of the tag indicates its popularity [28].  The 
cloud reveals a number of themes prevalent in the blog 
posts during this time period.  Along with their initial 
grief and shock, Kuwaitis were concerned about who 
would succeed the late Emir and the stability of the 
new government.  Moreover, certain events that were 
unlikely to receive mass media coverage were 
highlighted in depth in the Kuwaiti blogosphere.  For 
instance, following the Emir’s death, a campaign of 
text messages of a political nature (spreading rumors 
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Figure 10: Community structure visualization using algorithmically 
determined optimum. 

 
 

Figure 11: Community structure visualization after the community slider 
has been dragged to the right. 

Our design hides the complexity of the algorithm from users, 
letting them explore these data mining results through simple 
widgets and visual analysis. Like most data mining methods, the 
community analysis is imperfect, and may identify communities 
at higher or lower granularities than those desired by the user or 
make assignments otherwise perceived as problematic. To help 
combat this, a community slider is provided to explore the various 
states of the clustering (Figures 10 and 11). Moving the slider to 
the far left reverts the display to the initial state of the clustering, 
while moving the slider progressively to the right reveals each 
merge performed by the algorithm. Thus the slider allows the user 
to interactively explore clustering states by moving through 
progressive slices of the computed cluster tree. In practice, we 
have observed users employ the slider until the communities 
“look right” to them. The current community visualization persists 
when additional nodes are expanded or contracted; when the 
visible network changes, an update button is added to the control 
panel, allowing users to re-run the community analysis. 

4.9 Summary 
In summary, the Vizster design constitutes a visual environment 
for the exploration and analysis of online social networks, 
including both topological and profile data. The scale of displayed 
information and layout were chosen to support observed behavior 
and capabilities, and allow users to expand visualized networks 
while maintaining landmarks. Interactive highlighting is used to 
explore friendship relations and unearth “hidden” connections in 
the larger network structure. Panning, zooming, and distortion 
techniques are provided to help users navigate visualized 
networks. Interactive search and attribute visualization (“X-ray” 
mode) enable visual exploration of member profile data. Finally, 
visual community analysis is provided to help users construct and 
explore higher-level structures of their online communities. 

5 IMPLEMENTATION NOTES 
Vizster was written in Java using the prefuse visualization toolkit 
[11], leveraging the toolkit’s filtering, layout, rendering, and 
image management support. We also wrote extensions for 
database connectivity and to perform connectivity highlighting 
and linkage views. To support keyword search, we also integrated 
the Lucene search engine (http://lucene.apache.org) into the 
prefuse framework. Network and profile data for the visualization 
were collected using a custom web crawler and stored in a 
backing MySQL database. To support highlighting connectivity 
queries and faster expansion response times, 2nd order networks 
are loaded from the database upon expansion of nodes, though 
only the 1st order networks are immediately visualized. This 
brings increased memory requirements, but have not proved 
limiting. Source code (but not collected data) for the application is 
available from http://prefuse.sourceforge.net. 

6 USAGE OBSERVATION 
To evaluate and further guide the design of our visualization, we 
observed usage in two environments: a public installation at a 
large party and an informal laboratory setting. While we were 
certainly interested in gauging Vizster’s utility and usability, we 
were also interested in larger patterns of discovery—finding 
unknown people, connections, communities of relevance—and in 
people’s social and affective reactions to the visualization. 

Our first observation of usage was conducted around an 
interactive installation at a 500-person all-night event in San 
Francisco. Many of the party-goers included early adopters of the 
Friendster system, especially those affiliated with the Burning 

Man festival and tech culture. The installation consisted of an 
interactive kiosk and a projection of the visualization onto a large 
screen. Throughout the night, we observed usage of the system by 
over a hundred users, noting the reactions of users and onlookers.  

We also observed usage in an informal laboratory setting. 
Participants consisted of 5 males and 1 female, all Friendster 
members in their early-to-late twenties. To maintain ecological 
validity, we did not provide users with any tutorials or pre-
specified tasks. Instead, we simply asked them to play with the 
system, explore it as they saw fit, and talk-aloud about their 
experiences as they did so. After 15 minutes of exploration, we 
then provided users with a one page reference to the various 
controls, to ensure that we could gauge user reaction to otherwise 
undiscovered features. After 10 more minutes of observation, we 
interviewed participants about their experience and opinions. 

Usage, especially within the party setting, was routinely 
coupled with some form of social play—for example, games to 
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certainly interested in gauging Vizster’s utility and usability, we 
were also interested in larger patterns of discovery—finding 
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Francisco. Many of the party-goers included early adopters of the 
Friendster system, especially those affiliated with the Burning 

Man festival and tech culture. The installation consisted of an 
interactive kiosk and a projection of the visualization onto a large 
screen. Throughout the night, we observed usage of the system by 
over a hundred users, noting the reactions of users and onlookers.  

We also observed usage in an informal laboratory setting. 
Participants consisted of 5 males and 1 female, all Friendster 
members in their early-to-late twenties. To maintain ecological 
validity, we did not provide users with any tutorials or pre-
specified tasks. Instead, we simply asked them to play with the 
system, explore it as they saw fit, and talk-aloud about their 
experiences as they did so. After 15 minutes of exploration, we 
then provided users with a one page reference to the various 
controls, to ensure that we could gauge user reaction to otherwise 
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COLLECTION  PROTOCOLS
When we compare the growth in relationships to the growth in membership, we see that for Buzznet, 

FilmTrust, Fotothing, and Tribe, the increase in relationships outpaced the growth in membership 

significantly (by 1.86, 2.51, 2.71, 1.68, and times respectively). This would suggest that the networks

are becoming more densely connected as they grow. In Ecademy, growth in relationships grew more 

slowly than membership, at a ratio of 0.76.

The removal of relationships is easier than removing a whole profile from the network. All the sites

we studied had very straightforward mechanisms for removing friends, usually with a link on the

friend’s profile page. However, the social implications of deleting friends can discourage users from

doing so. Furthermore, little is gained by deleting friends; indeed, many people strive to get as many

friends as possible. As a result, we see a much slower rate of relationship removal than relationship

addition.

 

 

Figure 2: The FilmTrust social network.

Users who are not connected into the main component and are seen in the small clusters scattered 

around the edges.

 

Table 3 shows the total number of relationships that we found removed in the networks over the

47–day period where collected daily trends. For all the networks, the number of removed

relationships is a very small percentage of the overall number of relationships in the network.

Furthermore, the number of removed relationships many times smaller than the number of new

relationships. These numbers indicate that users will add new friends, but delete people who are no

longer friends much less frequently.

The friendless and the outsiders

The study of social networks focuses on connections between people. In Web–based social networks,

much of the services and features are also based around social connections. However, it is not

uncommon for people to join these sites and make no friends. The extent to which these friendless

members exist has not been addressed.

For the six networks in this study where we had a full member list as well as an adjacency list 

(Ecademy, Dogster, FilmTrust, Friendster, HAMSTERster, and Worldshine), we computed the number of 

friendless members.

 

Table 4: Number of friendless and outsiders given as a percentage of the total number of 

members, and the actual number of members.

Network Membership Friendless Outsiders

Dogster 184,875
10.4%

(19,227)

10.6%

(19,597)
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Social networks on the Web are growing dramatically in size and number. The huge popularity of

sites like MySpace, Facebook, and others has drawn in hundreds of millions of users, and the attention

of scientists and the media. The public accessibility of Web–based social networks offers great promise

for researchers interested in studying the behavior of users and how to integrate social information

into applications. However, to do that effectively, it is necessary to understand how networks grow

and change. Over a two–year period we have collected data on every social network we could

identify, and we also gathered daily information on thirteen networks over a 47–day period. In this

article, we present the first comprehensive survey of Web–based social networks, followed by an

analysis of membership and relationship dynamics within them. From our analysis of these data, we

present several conclusions on how users behave in social networks, and what network features

correlate with that behavior.
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Introduction and background

Social networking is one of the biggest trends on the Web, with hundreds of millions of people 

participating. While social interaction and community organization on the Web is not new, the scale at 

which people are forming explicitly social connections in public forums is unique to social networks in 

the last couple years.

There are hundreds of Web–based social networks. Some Web sites are dedicated specifically to

social networking (e.g., Facebook, Friendster, and MySpace), while others support social networks, but

they are secondary to other features and purposes (e.g., YouTube, Spout, and Tickle). Their purposes 

vary from religious to political to entertainment, and membership in a given network can be as small 

as a few dozen users to over 100,000,000.

Thirteen social networks were included in this study, ranging from small (about 1,000 members) to

very large (over 10,000,000 members). Where available for each network, we gathered statistics on

total membership, day–to–day changes in the size and relationships, and activity patterns for each

user.

In Web–based social networks (WBSNs), users state directly who they are friends with. Since collecting

social network data in the real world is so difficult, WBSNs offer an attractive data alternative. They

are dramatically larger than network models that are built by hand, and they are active and

changing, rather than a fixed one–time view.

In this paper, we present an analysis of the growth patterns and dynamics of Web–based social

networks. This is addressed on two levels: a World Wide Web level trend, where we examine the

growth in the number of sites and overall membership, and a network level trend, where we show for

each network the membership growth, members who leave, relationships added and removed, and

analyze the clustering. We conclude with a discussion of major patterns of behavior in WBSNs and

lessons that can be drawn from this analysis.

(2007)
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Materials and Methods

Twitter Platform
Twitter is a social networking platform that allows individuals to

consume content from and contribute content to streams
comprised of 140-character messages known as tweets [14]. The
Twitter stream has been extensively explored in the recent
literature, with focus on user activity modeling [15–19], content
classification [20–23], sentiment analysis [24–26] and event
detection [27–29]. Broadly speaking, there are two types of
content streams: those associated with individual accounts and
those associated with topic-specific tokens known as hashtags. By
following one or more accounts, a user creates a personalized feed
that aggregates into a single, private stream the content produced
by the followed accounts. Hashtags, short tokens prepended with a
pound sign (e.g., #taxes or #obama), allow the content produced
by many individuals to be aggregated into a public, topic-specific
stream including all the tweets containing a given token.

Although by default each user’s tweets are publicly visible, the
audience for an individual’s content is largely limited to his or her
network of immediate followers, attaining greater levels of visibility
only when it is rebroadcast by large numbers of other users. By
including a hashtag in a tweet, however, an individual can
contribute content to a high-profile stream, and thereby engage
with users who might never otherwise see the content. It is this
kind of communication, which represents engagement with a
topically cohesive community of users unconstrained by social
network structure, that is the primary focus of this study.

In addition to engaging with different content streams, users can
interact with one another in two primary ways. A user can retweet
content produced by another individual, rebroadcasting it to his or
her audience of followers, or mention another user in a tweet, which
functions as a publicly-visible message targeting that individual.

Data
We rely on two primary datasets extracted over a 15-month

period from an approximately 5–10% sample of the entire public
Twitter stream (https://dev.twitter.com/docs/streaming-apis/
streams/public). In addition to information about the content
and users associated with a tweet, the Twitter streaming API
provides timestamp metadata that allow for the historical
reconstruction of the time series presented in this study.

To identify Occupy-related content, we deem relevant any
tweet containing a hashtag matching either #ows or #occupy*,
where * represents a wildcard character. This set includes high-
profile tags such as #occupy as well as location-specific tokens
such as #occupyoakland and #occupyseattle. While this ap-
proach does not allow us to study content that does not contain an
Occupy-specific hashtag, we argue that it is appropriate for two
reasons. As outlined above, hashtags allow a user to reach an
audience beyond his or her immediate followers, and it is this kind
of expressly public engagement in which we are primarily
interested. Moreover, while topic modeling techniques may allow
for the analysis of untagged tweets, their use would introduce noise
that could cloud the interpretation of any analytical results [30].
Based on the criteria outlined above, we produce a corpus of all
sampled tweets containing at least one of these hashtags from the
year-long period between September 1st, 2011 to August 31st,
2012. Referred to hereafter as the Occupy corpus, this dataset
contains approximately 1.82 million tweets produced by 447,241
distinct accounts.

In addition to changes in activity explicitly related to the
Occupy movement, we are also interested in changes to the
behavior of individual users over time. To this end, we identified a

random sample of 25,000 random users who produced at least one
tweet in the Occupy corpus. We then produced a second corpus
containing any tweet, regardless of content, produced by each
account in this sample during the 15-month period spanning June
1st, 2011 through August 31st, 2012. Including tweets from the
three-month period preceding the start of the Occupy Wall Street
movement allows us to study the behavior of these users before,
during, and after the movement’s primary period of activity.
Referred to hereafter as the random sample, this dataset contains
approximately 7.74 million tweets produced by 25,000 unique
users.

To facilitate analysis relating to the attention allocation habits of
these individuals, we rely on three non-overlapping sets of
hashtags: those related to Occupy Wall Street (defined above), a
second set relating to foreign social movements, and a third
relating to domestic political communication. As we are interested
exclusively in the attention allocation habits of Occupy users, we
identified the set of hashtags relating to domestic political
communication and foreign social movements by manually
inspecting the 300 hashtags most frequently used by individuals
in the random sample. Table 1 lists the hashtags associated with
each topic. While not exhaustive due to a long-tail use distribution,
the 300 most popular hashtags account for 70.8% of all tagging
activity, with the 300th most popular tag constituting just 0.027%
of all tags. We therefore believe that the inclusion of additional
tags in our topic lists is not likely to affect the results of this study.

Methods
All of the analyses in this article rely on time series describing

changes to measured quantities over the course of the study
period. Each time series is produced by computing a single statistic
on disjoint sets of tweets partitioned into adjacent, temporally non-
overlapping bins of k hours. For all of these analyses we use one of
three temporal resolutions to reveal different characteristics of the
signal under study: 12 hours, 24 hours, or one week.

At various times over the course of the study period, our system
experienced service outages that affected our ability to collect data
from the Twitter API. Amounting to 15 days in total, these periods
are: September 29 to October 4, 2011; October 11–12, 2011;
December 28–30, 2011; February 11–13, 2012; February 16–17,
2012; and May 28–31, 2012. Owing to the fact that the measures
we employ reflect relative composition of the stream rather than its
absolute volume, these outages do not unduly influence the
statistical character of our results.

Results

Let us first focus to the total number of tweets in the Occupy
corpus over the course of the year. Figure 1 shows that, in general,
Occupy traffic closely mirrors activity on the ground, and is
characterized by peak levels during the month-long period
following the movement’s initial protests, with significantly
diminished activity levels over the following eleven months. In
terms of relative change, average levels of Occupy traffic in the
second half of the period from September 17th, 2011 to August
31st, 2012 decreased 80.8% relative to the first half of the same
period.

In light of this finding, we wish to gain insights into the
character of the individuals from which Occupy drew its support.
We begin by studying how Occupy user interests changed in time,
examining the frequency with which 25,000 random individuals
produced content relating to one of three topics: Occupy Wall
Street, foreign social movements, and domestic politics. Based on
the random sample described in }Data, the results of this analysis
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describe activity from June 1, 2011 to August 31, 2012, a period
including the three months prior to the initial protest action.

As we are interested in the behavior of individuals who were
active on Twitter at a given time, we identify the set of users Ui

from whom we observe at least one tweet at time step i, regardless
of its content. Within this set we isolate, at each timestep, the set of
users Uit from whom we observe, in any of their tweets, at least
one hashtag relating to topic t. The engaged user ratio DUitD=DUi D
describes the extent to which individuals chose to engage in
communication relating to each of the three topic areas.

Among the set of users engaged with a topic, we next examine
the extent to which that topic tends to dominate their content
production activity. To accomplish this, let us consider, for each
user u[Uit, the collection Hiu of hashtags contained in his or her
tweets at time step i. From this we compute the proportion of each
user’s tagging activity that is associated with a given topic,
DHiutD=DHiuD, where Hiut is the set of tags from topic t produced by u
at time step i. Averaging this value across all engaged users
provides a lens on the behavior of these individuals as a whole, and
is reported as the engaged user attention ratio. Figure 2 presents this
value alongside the engaged user ratio to show how the amount of
attention allocated to the three topics changed over time.

As expected, a large fraction of users produced Occupy related
content during the period of peak activity, with more than 40% of
sampled users allocating on average 64% of their attention to the
topic during the third week following the initial protests. However,
this intense focus on the subject is not sustained over the course of
the following year, with the engaged user ratio decaying to less
than 5% in the last three months of the study period. Moreover,
comparing the engaged user attention ratios from the first half of
the period following the initial Occupy protests (m~:439) to those
from the second half (m~:318), we find that individuals who
continue to produce Occupy content do so with significantly lower
frequency. Computed using a two location t-test for a difference in

sample means, we reject the null hypothesis (pv10{3) that the
mean of the engaged user attention ratios in the first half of the
study period is greater than or equal to that of the observations in
the second half of the study period, a finding suggestive of
diminished enthusiasm even among the most persistent individu-
als.

With respect to foreign social movements and domestic political
communication, we observe that users who would go on to engage

Table 1. Lists of topic-specific hashtags.

Domestic Politics Social Movements

#tcot #syria

#p2 #bahrain

#teaparty #egypt

#gop #yemen

#anonymous #libya

#obama #tahrir

#tlot #wiunion

#jobs #iranelection

#ronpaul #assange

#romney #wikileaks

#sopa #jan25

#ndaa #14feb

#obama2012 #assad

#ocra #greece

#twisters #damascus

#sgp #gaddafi

#politics #feb14

#solidarity #scaf

#gop2012 #antisec

#p21 #arabspring

#topprog #tunisia

#obamacare #noscaf

#mapoli #syrian

#acta

#sotu

#newt

#santorum

#mittromney

#gopdebate

#dem

Hashtags were manually selected from among the 300 most frequently used by
individuals in the 25,000-person random sample of Occupy users.
doi:10.1371/journal.pone.0064679.t001

Figure 1. Total number of tweets related to Occupy Wall Street between September 2011 and September 2012. Each timestep
represents a 12-hour period, with vertical blue bars overlaid on periods during which access to the Twitter streaming API was interrupted. Large
bursts in activity tend to correspond to protest or police action on the ground, demarcated with circles. From left to right, the events are: initial
Occupy Wall Street protest in Zuccotti Park; initial NYPD arrests of protesters; march from Foley Square to Zuccotti Park; protest at U.S. Armed Forces
recruiting station in Times Square; protest in support of Iraq veteran injured by police-fired projectile; NYPD action to clear Zuccotti Park; protest
against eviction from Zuccotti Park; first round of Egyptian elections; ‘May Day’ general strike and planned reoccupation of former encampments.
doi:10.1371/journal.pone.0064679.g001
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(a) Normal representation (b) Area cartogram representation

Figure 2: Per-county over- and underrepresentation of U.S. population in Twitter, relative to the median per-county represen-
tation rate of 0.324%, presented in both (a) a normal layout and (b) an area cartogram based on the 2000 Census population.
Blue colors indicate underrepresentation, while red colors represent overrepresentation. The intensity of the color corresponds
to the log of the over- or underrepresentation rate. Clear trends are visible, such as the underrepresentation of mid-west and
overrepresentation of populous counties.

less than 95% predictive (e.g., the name Avery was observed
to correspond to male babies only 56.8% of the time; it was
therefore removed). The result is a list of 5,836 names that
we use to infer gender.

Limitations Clearly, this approach to detecting gender is
subject to a number of potential limitations. First, users may
misrepresent their name, leading to an incorrect gender in-
ference. Second, there may be differences in choosing to re-
veal one’s name between genders, leading us to believe that
fewer users of one gender are present. Third, the name lists
above may cover different fractions of the male and female
populations.

Gender of Twitter users
We first determine the number of the 3,279,425 U.S.-based
users who we could infer a gender for, based on their name
and the list previously described. We do so by comparing
the first word of their self-reported name to the gender list.
We observe that there exists a match for 64.2% of the users.
Moreover, we find a strong bias towards male users: Fully
71.8% of the the users who we find a name match for had a
male name.
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Figure 3: Gender of joining users over time, binned into
groups of 10,000 joining users (note that the join rate in-
creases substantially). The bias towards male users is ob-
served to be decreasing over time.

To further explore this trend, we examine the historic gen-
der bias. To do so, we use the join date of each user (avail-
able in the user’s profile). Figure 3 plots the average fraction
of joining users who are male over time. From this plot, it
is clear that while the male gender bias was significantly
stronger among the early Twitter adopters, the bias is be-
coming reduced over time.

Race/ethnicity
Detecting race/ethnicity using last names
Again, since we have very limited information available
on each Twitter user, we resort to inferring race/ethnicity
using self-reported last name. We examine the last name
of users, and correlate the last name with data from the
U.S. 2000 Census (U.S. Census 2000). In more detail, for
each last name with over 100 individuals in the U.S. dur-
ing the 2000 Census, the Census releases the distribution of
race/ethnicity for that last name. For example, the last name
“Myers” was observed to correspond to Caucasians 86% of
the time, African-Americans 9.7%, Asians 0.4%, and His-
panics 1.4%.

Race/ethnicity distribution of Twitter users
We first determined the number of U.S.-based users for
whom we could infer the race/ethnicity by comparing the
last word of their self-reported name to the U.S. Census
last name list. We observed that we found a match for
71.8% of the users. We the determined the distribution of
race/ethnicity in each county by taking the race/ethnicity
distribution in the Census list, weighted by the frequency
of each name occurring in Twitter users in that county.1
Due to the large amount of ambiguity in the last name-to-
race/ethnicity list (in particular, the last name list is more
than 95% predictive for only 18.5% of the users), we are un-
able to directly compare the Twitter race/ethnicity distribu-

1This is effectively the census.model approach discussed in
prior work (Chang et al. 2010).
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the user-provided string into a mappable location, we use
the Google Maps API. Beginning with the most popular lo-
cation strings (i.e, the strings provided by the most users),
we query Google Maps with each location string. If Google
Maps is able to interpret a string as a location, we receive a
latitude and longitude as a response. We restrict our scope to
users in the U.S. by only considering response latitudes and
longitudes that are within the U.S.. In total, we find map-
pings to a U.S. longitude and latitude for 246,015 unique
strings, covering 3,279,425 users (representing 8.8% of the
users who list a location).
To compare our Twitter data to the 2000 U.S. Census, it

is necessary to aggregate the users into U.S. counties. Using
data from the U.S. National Atlas and the U.S. Geological
Survey, we map each of the 246,015 latitudes and longitudes
into their respective U.S. county. Unless otherwise stated,
our analysis for the remainder of this paper is at the U.S.
county level.

Limitations We now briefly discuss potential limitations
of our location inference methodology. First, it is worth not-
ing that Google Maps will also interpret locations that are
at a granularity coarser than a U.S. county (e.g., “Texas”).
We manually removed these, including the mappings of all
50 states, as well as “United States” and “Earth.” Second,
users may lie about their location, or may list an out-of-date
location. Third, since the location is per-user (rather than
per-tweet), a user who moves from one city to another (and
updates his location) will have all of his tweets considered
as being from the latter location.

Geographic distribution of Twitter users
We begin by examining the geographic distribution of Twit-
ter users, and comparing it to the entire U.S. population.
Overall, the 3,279,425 Twitter users who we are able to geo-
locate represent 1.15% of the entire population (at the time
of the 2000 Census). However, if we examine the distribu-
tion of Twitter users per county, we observe a highly non-
uniform distribution.
Figure 1 presents this analysis, with the county popula-

tion along the x axis and the fraction of this population we
observe in Twitter along the y axis. We see that, as the popu-
lation of the county increases, the Twitter representation rate
(simply the number of Twitter users in that county divided
by the number of people in that county in the 2000 U.S.
Census) increases as well. For example, consider the median
per-county Twitter representation rate of 0.324%. We ob-
serve that 93.5% of the counties with over 100,000 residents
have a higher Twitter representation rate than the median,
compared to only 40.8% of the counties with fewer than
100,000 residents (were Twitter users a truly random pop-
ulation sample, we would expect these percentages to both
be 50%). Thus, the Twitter users significantly overrepresent
populous counties, a fact underscored by the difference be-
tween the median (0.324%) per-county Twitter representa-
tion rates and the overall population sample of 1.15%.
The overrepresentation of populous counties in and of it-

self may not come as a surprise, due to the patterns of so-
cial media adoption across different regions. However, the
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Figure 1: Scatterplot of US county population versus Twitter
representation rate in that county. The dark line represents
the aggregated median, and the dashed black line represents
the overall median (0.324%). There is a clear overrepresen-
tation of more populous counties.

magnitude of the difference is striking: We observe an or-
der of magnitude difference in median per-county Twitter
representation rate between counties with 1,000 people and
counties with 1,000,000 people. This indicates a bias in the
Twitter population (relative to the U.S. population) and sug-
gests that entire regions of the U.S. may be significantly un-
derrepresented.
Distribution across counties We now examine which re-
gions of the U.S. contain these over- and underrepresented
counties. To do so, we plot a map of the U.S. based on the
Twitter representation rate, relative to the median rate of
0.324%. Figure 2 presents this data, using both a normal rep-
resentation and an area cartogram representation (Gastner
and Newman 2004). In this figure, the counties are colored
according to the level of over- or underrepresentation, with
blue colors representing underrepresentation and red colors
representing overrepresentation, relative to the median rate
of 0.324%. Thus, the same number of counties will be col-
ored red as blue.
These two maps lead to a number of interesting conclu-

sions: First, as evident in the normal representation, much of
the mid-west is significantly underrepresented in the Twit-
ter user base in this time period. Second, as evident in the
significantly red hue of the area cartogram, more populous
counties are consistently oversampled. However, the level of
oversampling does not appear to be dependent upon geogra-
phy: Both east coast and west coast cities are clearly visible
(e.g., San Francisco and Boston), as well as mid-west and
southern cities (e.g, Dallas, Chicago, and Atlanta).

Gender
Detecting gender using first names
As we have very limited information available on each user,
we rely on using the self-reported name available in each
user’s profile in order to detect gender. To do so, we first ob-
tain the most popular 1,000 male and female names for ba-
bies born in the U.S. for each year 1900–2009, as reported
by the U.S. Social Security Administration (Social Secu-
rity Administration 2010). We then aggregate the names to-
gether, calculating the total frequency of each of the result-
ing 3,034 male and 3,643 female names. As certain names
occurred in both lists, we remove the 241 names that were

Twitter representation rate: #Twitter users in 
that county divided by the number of 
people in that county in the 2000 U.S. 

(a) Normal representation (b) Area cartogram representation

Figure 2: Per-county over- and underrepresentation of U.S. population in Twitter, relative to the median per-county represen-
tation rate of 0.324%, presented in both (a) a normal layout and (b) an area cartogram based on the 2000 Census population.
Blue colors indicate underrepresentation, while red colors represent overrepresentation. The intensity of the color corresponds
to the log of the over- or underrepresentation rate. Clear trends are visible, such as the underrepresentation of mid-west and
overrepresentation of populous counties.

less than 95% predictive (e.g., the name Avery was observed
to correspond to male babies only 56.8% of the time; it was
therefore removed). The result is a list of 5,836 names that
we use to infer gender.

Limitations Clearly, this approach to detecting gender is
subject to a number of potential limitations. First, users may
misrepresent their name, leading to an incorrect gender in-
ference. Second, there may be differences in choosing to re-
veal one’s name between genders, leading us to believe that
fewer users of one gender are present. Third, the name lists
above may cover different fractions of the male and female
populations.

Gender of Twitter users
We first determine the number of the 3,279,425 U.S.-based
users who we could infer a gender for, based on their name
and the list previously described. We do so by comparing
the first word of their self-reported name to the gender list.
We observe that there exists a match for 64.2% of the users.
Moreover, we find a strong bias towards male users: Fully
71.8% of the the users who we find a name match for had a
male name.
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Figure 3: Gender of joining users over time, binned into
groups of 10,000 joining users (note that the join rate in-
creases substantially). The bias towards male users is ob-
served to be decreasing over time.

To further explore this trend, we examine the historic gen-
der bias. To do so, we use the join date of each user (avail-
able in the user’s profile). Figure 3 plots the average fraction
of joining users who are male over time. From this plot, it
is clear that while the male gender bias was significantly
stronger among the early Twitter adopters, the bias is be-
coming reduced over time.

Race/ethnicity
Detecting race/ethnicity using last names
Again, since we have very limited information available
on each Twitter user, we resort to inferring race/ethnicity
using self-reported last name. We examine the last name
of users, and correlate the last name with data from the
U.S. 2000 Census (U.S. Census 2000). In more detail, for
each last name with over 100 individuals in the U.S. dur-
ing the 2000 Census, the Census releases the distribution of
race/ethnicity for that last name. For example, the last name
“Myers” was observed to correspond to Caucasians 86% of
the time, African-Americans 9.7%, Asians 0.4%, and His-
panics 1.4%.

Race/ethnicity distribution of Twitter users
We first determined the number of U.S.-based users for
whom we could infer the race/ethnicity by comparing the
last word of their self-reported name to the U.S. Census
last name list. We observed that we found a match for
71.8% of the users. We the determined the distribution of
race/ethnicity in each county by taking the race/ethnicity
distribution in the Census list, weighted by the frequency
of each name occurring in Twitter users in that county.1
Due to the large amount of ambiguity in the last name-to-
race/ethnicity list (in particular, the last name list is more
than 95% predictive for only 18.5% of the users), we are un-
able to directly compare the Twitter race/ethnicity distribu-

1This is effectively the census.model approach discussed in
prior work (Chang et al. 2010).
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the user-provided string into a mappable location, we use
the Google Maps API. Beginning with the most popular lo-
cation strings (i.e, the strings provided by the most users),
we query Google Maps with each location string. If Google
Maps is able to interpret a string as a location, we receive a
latitude and longitude as a response. We restrict our scope to
users in the U.S. by only considering response latitudes and
longitudes that are within the U.S.. In total, we find map-
pings to a U.S. longitude and latitude for 246,015 unique
strings, covering 3,279,425 users (representing 8.8% of the
users who list a location).
To compare our Twitter data to the 2000 U.S. Census, it

is necessary to aggregate the users into U.S. counties. Using
data from the U.S. National Atlas and the U.S. Geological
Survey, we map each of the 246,015 latitudes and longitudes
into their respective U.S. county. Unless otherwise stated,
our analysis for the remainder of this paper is at the U.S.
county level.

Limitations We now briefly discuss potential limitations
of our location inference methodology. First, it is worth not-
ing that Google Maps will also interpret locations that are
at a granularity coarser than a U.S. county (e.g., “Texas”).
We manually removed these, including the mappings of all
50 states, as well as “United States” and “Earth.” Second,
users may lie about their location, or may list an out-of-date
location. Third, since the location is per-user (rather than
per-tweet), a user who moves from one city to another (and
updates his location) will have all of his tweets considered
as being from the latter location.

Geographic distribution of Twitter users
We begin by examining the geographic distribution of Twit-
ter users, and comparing it to the entire U.S. population.
Overall, the 3,279,425 Twitter users who we are able to geo-
locate represent 1.15% of the entire population (at the time
of the 2000 Census). However, if we examine the distribu-
tion of Twitter users per county, we observe a highly non-
uniform distribution.
Figure 1 presents this analysis, with the county popula-

tion along the x axis and the fraction of this population we
observe in Twitter along the y axis. We see that, as the popu-
lation of the county increases, the Twitter representation rate
(simply the number of Twitter users in that county divided
by the number of people in that county in the 2000 U.S.
Census) increases as well. For example, consider the median
per-county Twitter representation rate of 0.324%. We ob-
serve that 93.5% of the counties with over 100,000 residents
have a higher Twitter representation rate than the median,
compared to only 40.8% of the counties with fewer than
100,000 residents (were Twitter users a truly random pop-
ulation sample, we would expect these percentages to both
be 50%). Thus, the Twitter users significantly overrepresent
populous counties, a fact underscored by the difference be-
tween the median (0.324%) per-county Twitter representa-
tion rates and the overall population sample of 1.15%.
The overrepresentation of populous counties in and of it-

self may not come as a surprise, due to the patterns of so-
cial media adoption across different regions. However, the
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Figure 1: Scatterplot of US county population versus Twitter
representation rate in that county. The dark line represents
the aggregated median, and the dashed black line represents
the overall median (0.324%). There is a clear overrepresen-
tation of more populous counties.

magnitude of the difference is striking: We observe an or-
der of magnitude difference in median per-county Twitter
representation rate between counties with 1,000 people and
counties with 1,000,000 people. This indicates a bias in the
Twitter population (relative to the U.S. population) and sug-
gests that entire regions of the U.S. may be significantly un-
derrepresented.
Distribution across counties We now examine which re-
gions of the U.S. contain these over- and underrepresented
counties. To do so, we plot a map of the U.S. based on the
Twitter representation rate, relative to the median rate of
0.324%. Figure 2 presents this data, using both a normal rep-
resentation and an area cartogram representation (Gastner
and Newman 2004). In this figure, the counties are colored
according to the level of over- or underrepresentation, with
blue colors representing underrepresentation and red colors
representing overrepresentation, relative to the median rate
of 0.324%. Thus, the same number of counties will be col-
ored red as blue.
These two maps lead to a number of interesting conclu-

sions: First, as evident in the normal representation, much of
the mid-west is significantly underrepresented in the Twit-
ter user base in this time period. Second, as evident in the
significantly red hue of the area cartogram, more populous
counties are consistently oversampled. However, the level of
oversampling does not appear to be dependent upon geogra-
phy: Both east coast and west coast cities are clearly visible
(e.g., San Francisco and Boston), as well as mid-west and
southern cities (e.g, Dallas, Chicago, and Atlanta).

Gender
Detecting gender using first names
As we have very limited information available on each user,
we rely on using the self-reported name available in each
user’s profile in order to detect gender. To do so, we first ob-
tain the most popular 1,000 male and female names for ba-
bies born in the U.S. for each year 1900–2009, as reported
by the U.S. Social Security Administration (Social Secu-
rity Administration 2010). We then aggregate the names to-
gether, calculating the total frequency of each of the result-
ing 3,034 male and 3,643 female names. As certain names
occurred in both lists, we remove the 241 names that were

Twitter representation rate: #Twitter users in 
that county divided by the number of 
people in that county in the 2000 U.S. 

(a) Normal representation (b) Area cartogram representation

Figure 2: Per-county over- and underrepresentation of U.S. population in Twitter, relative to the median per-county represen-
tation rate of 0.324%, presented in both (a) a normal layout and (b) an area cartogram based on the 2000 Census population.
Blue colors indicate underrepresentation, while red colors represent overrepresentation. The intensity of the color corresponds
to the log of the over- or underrepresentation rate. Clear trends are visible, such as the underrepresentation of mid-west and
overrepresentation of populous counties.

less than 95% predictive (e.g., the name Avery was observed
to correspond to male babies only 56.8% of the time; it was
therefore removed). The result is a list of 5,836 names that
we use to infer gender.

Limitations Clearly, this approach to detecting gender is
subject to a number of potential limitations. First, users may
misrepresent their name, leading to an incorrect gender in-
ference. Second, there may be differences in choosing to re-
veal one’s name between genders, leading us to believe that
fewer users of one gender are present. Third, the name lists
above may cover different fractions of the male and female
populations.

Gender of Twitter users
We first determine the number of the 3,279,425 U.S.-based
users who we could infer a gender for, based on their name
and the list previously described. We do so by comparing
the first word of their self-reported name to the gender list.
We observe that there exists a match for 64.2% of the users.
Moreover, we find a strong bias towards male users: Fully
71.8% of the the users who we find a name match for had a
male name.
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Figure 3: Gender of joining users over time, binned into
groups of 10,000 joining users (note that the join rate in-
creases substantially). The bias towards male users is ob-
served to be decreasing over time.

To further explore this trend, we examine the historic gen-
der bias. To do so, we use the join date of each user (avail-
able in the user’s profile). Figure 3 plots the average fraction
of joining users who are male over time. From this plot, it
is clear that while the male gender bias was significantly
stronger among the early Twitter adopters, the bias is be-
coming reduced over time.

Race/ethnicity
Detecting race/ethnicity using last names
Again, since we have very limited information available
on each Twitter user, we resort to inferring race/ethnicity
using self-reported last name. We examine the last name
of users, and correlate the last name with data from the
U.S. 2000 Census (U.S. Census 2000). In more detail, for
each last name with over 100 individuals in the U.S. dur-
ing the 2000 Census, the Census releases the distribution of
race/ethnicity for that last name. For example, the last name
“Myers” was observed to correspond to Caucasians 86% of
the time, African-Americans 9.7%, Asians 0.4%, and His-
panics 1.4%.

Race/ethnicity distribution of Twitter users
We first determined the number of U.S.-based users for
whom we could infer the race/ethnicity by comparing the
last word of their self-reported name to the U.S. Census
last name list. We observed that we found a match for
71.8% of the users. We the determined the distribution of
race/ethnicity in each county by taking the race/ethnicity
distribution in the Census list, weighted by the frequency
of each name occurring in Twitter users in that county.1
Due to the large amount of ambiguity in the last name-to-
race/ethnicity list (in particular, the last name list is more
than 95% predictive for only 18.5% of the users), we are un-
able to directly compare the Twitter race/ethnicity distribu-

1This is effectively the census.model approach discussed in
prior work (Chang et al. 2010).
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Figure 2: Per-county over- and underrepresentation of U.S. population in Twitter, relative to the median per-county represen-
tation rate of 0.324%, presented in both (a) a normal layout and (b) an area cartogram based on the 2000 Census population.
Blue colors indicate underrepresentation, while red colors represent overrepresentation. The intensity of the color corresponds
to the log of the over- or underrepresentation rate. Clear trends are visible, such as the underrepresentation of mid-west and
overrepresentation of populous counties.

less than 95% predictive (e.g., the name Avery was observed
to correspond to male babies only 56.8% of the time; it was
therefore removed). The result is a list of 5,836 names that
we use to infer gender.

Limitations Clearly, this approach to detecting gender is
subject to a number of potential limitations. First, users may
misrepresent their name, leading to an incorrect gender in-
ference. Second, there may be differences in choosing to re-
veal one’s name between genders, leading us to believe that
fewer users of one gender are present. Third, the name lists
above may cover different fractions of the male and female
populations.

Gender of Twitter users
We first determine the number of the 3,279,425 U.S.-based
users who we could infer a gender for, based on their name
and the list previously described. We do so by comparing
the first word of their self-reported name to the gender list.
We observe that there exists a match for 64.2% of the users.
Moreover, we find a strong bias towards male users: Fully
71.8% of the the users who we find a name match for had a
male name.
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Figure 3: Gender of joining users over time, binned into
groups of 10,000 joining users (note that the join rate in-
creases substantially). The bias towards male users is ob-
served to be decreasing over time.

To further explore this trend, we examine the historic gen-
der bias. To do so, we use the join date of each user (avail-
able in the user’s profile). Figure 3 plots the average fraction
of joining users who are male over time. From this plot, it
is clear that while the male gender bias was significantly
stronger among the early Twitter adopters, the bias is be-
coming reduced over time.

Race/ethnicity
Detecting race/ethnicity using last names
Again, since we have very limited information available
on each Twitter user, we resort to inferring race/ethnicity
using self-reported last name. We examine the last name
of users, and correlate the last name with data from the
U.S. 2000 Census (U.S. Census 2000). In more detail, for
each last name with over 100 individuals in the U.S. dur-
ing the 2000 Census, the Census releases the distribution of
race/ethnicity for that last name. For example, the last name
“Myers” was observed to correspond to Caucasians 86% of
the time, African-Americans 9.7%, Asians 0.4%, and His-
panics 1.4%.

Race/ethnicity distribution of Twitter users
We first determined the number of U.S.-based users for
whom we could infer the race/ethnicity by comparing the
last word of their self-reported name to the U.S. Census
last name list. We observed that we found a match for
71.8% of the users. We the determined the distribution of
race/ethnicity in each county by taking the race/ethnicity
distribution in the Census list, weighted by the frequency
of each name occurring in Twitter users in that county.1
Due to the large amount of ambiguity in the last name-to-
race/ethnicity list (in particular, the last name list is more
than 95% predictive for only 18.5% of the users), we are un-
able to directly compare the Twitter race/ethnicity distribu-

1This is effectively the census.model approach discussed in
prior work (Chang et al. 2010).
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Figure 4: Per-county area cartograms of Twitter over- and undersampling rates of Caucasian, African-American, Asian, and
Hispanic users, relative to the 2000 U.S. Census. Only counties with more than 500 Twitter users with inferred race/ethnicity
are shown. Blue regions correspond to undersampling; red regions to oversampling.

tion directly to race/ethnicity distribution in the U.S. Census.
However, we are able to make relative comparisons between
Twitter users in different geographic regions, allowing us to
explore geographic trends in the race/ethnicity distribution.
Thus, we examine the per-county race/ethnicity distribution
of Twitter users.
In order to account for the uneven distribution of

race/ethnicity across the U.S., we examine the per-county
race/ethnicity distribution relative to the distribution from
the overall U.S. Census. For example, if we observed that
25% of Twitter users in a county were predicted to be His-
panic, and the 2000 U.S. counted 23% of people in that
county as being Hispanic, we would consider Twitter to be
oversampling the Hispanic users in that county. Figure 4
plots the per-county race/ethnicity distribution, relative to
the 2000 U.S. Census, per all counties in which we observed
more than 500 Twitter users with identifiable last names.
A number of geographic trends are visible, such as the un-
dersampling of Hispanic users in the southwest; the under-
samping of African-American users in the south and mid-
west; and the oversampling of Caucasian users in many ma-
jor cities.

Related work
A few other studies have examined the demographics of so-
cial network users. For example, recent studies have exam-
ined the ethnicity of Facebook users (Chang et al. 2010),
general demographics of Facebook users (Corbett 2010),
and differences in online behavior on Facebook and MyS-
pace by gender (Strayhorn 2009). However, studies of gen-
eral social networking sites are able to leverage the broad
nature of the profiles available; in contrast, on Twitter, users
self-report only a minimal set of information, making calcu-
lating demographics significantly more difficult.

Conclusion
Twitter has received significant research interest lately as a
means for understanding, monitoring, and even predicting
real-world phenomena. However, most existing work does
not address the sampling bias, simply applying machine
learning and data mining algorithms without an understand-
ing of the Twitter user population. In this paper, we took
a first look at the user population themselves, and exam-
ined the population along the axes of geography, gender, and
race/ethnicity. Overall, we found that Twitter users signif-
icantly overrepresent the densely population regions of the

U.S., are predominantly male, and represent a highly non-
random sample of the overall race/ethnicity distribution.
Going forward, our study sets the foundation for future

work upon Twitter data. Existing approaches could imme-
diately use our analysis to improve predictions or measure-
ments. By enabling post-hoc corrections, our work is a first
step towards turning Twitter into a tool that can make infer-
ences about the population as a whole. More nuanced anal-
yses on the biases in the Twitter population will enhance
the ability for Twitter to be used as a sophisticated inference
tool.
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answer person in case of discussion 
forums)

• In some cases, expected to be 
correlated to offline social networks 
(e.g. Facebook)
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Abstract
This paper shows that online political discussion networks are, on average, wider and
deeper than the networks generated by other types of discussions: they engage a larger
number of participants and cascade through more levels of nested comments. Using data
collected from the Slashdot forum, this paper reconstructs the discussion threads as
hierarchical networks and proposes a model for their comparison and classification. In
addition to the substantive topic of discussion, which corresponds to the different sections
of the forum (such as Developers, Games, or Politics), we classify the threads according to
structural features like the maximum number of comments at any level of the network
(i.e. the width) and the number of nested layers in the network (i.e. the depth). We find that
political discussion networks display a tendency to cluster around the area that
corresponds to wider and deeper structures, showing a significant departure from the
structure exhibited by other types of discussions. We propose using this model to create a
framework that allows the analysis and comparison of different internet technologies for
the promotion of political deliberation.
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Online networks and the political process

The internet and related technologies allow novel forms
of political participation. Recent events in Iran
following the alleged fraud in the presidential elections

of June of 2009 have made the impact of new technologies
particularly visible to the general public. Social media like
Twitter or YouTube were considered instrumental in the
coordination and diffusion of the activities surrounding
those protests and mobilisations. Cases like this have
shown that social-networking sites may allow citizens to
often (not always) overcome censorship and spread
information beyond authoritarian control; but the actual
role that these new technologies play in strengthening civic
networks and enhancing their ability to organise is still a
disputed matter. This is due, in part, to the journalistic and
anecdotal evidence on which the account of contentious
events is usually based. In more democratic societies,
however, there is growing evidence that an increasing share

of the population go online to engage in the political
process (Bimber, 2003; Chadwick, 2006). This trend
challenges claims suggesting that civil society networks
are shrinking (Paxton, 1999; Putnam, 2000; McPherson
et al., 2006). While it is obvious that internet technologies
are facilitating information exchange, it is less clear how the
resulting networks form and evolve, and to what extent
their structural properties are responsible for a more plural
flow of information.

Discussion networks play a crucial role in the democratic
process because they give citizens the opportunity to
engage in political talk and assess conflicting ideas
(Lazarsfeld et al., 1968; Zuckerman, 2005; Mutz, 2006). By
discussing politics, people become more acquainted with
their own opinions, which can result in a stronger political
engagement; and they become more aware of oppositional
arguments, which can lead to higher tolerance and even
trust in those who hold different views. Empirical research
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has so far defied a strong connection with empirical
research. There are two main reasons for this: the lack of
conceptual clarity specifying which types of discussions
classify as the deliberative type, and the confusion between
the causes and the consequences of deliberation.

Much of the literature on deliberation derives from
disagreements over the necessary and sufficient conditions
that are required for deliberation to take place (Thompson,
2008). Without these conditions, deliberation is a moving
target: it is difficult to match with any particular instance of
public discussion, and it can always be argued that some
crucial element is missing that disqualifies the entire empi-
rical approach. The problem with this lack of conceptual
clarity is not only that it goes against the basic principle of
scientific refutability, hampering the development of the
theory, but also that it blurs the boundaries between the
definition of deliberation and its evaluation (Mutz, 2008).
Empirical approaches to political deliberation can help
develop the theory by, first, turning the normative assump-
tions into testable hypotheses and, second, progressively
identifying a set of necessary conditions required to
distinguish deliberation from other types of discussions.

There are two types of axioms in deliberative theory. The
first, procedural, refer to the conditions that define the
process of the discussion (such as representative participa-
tion). The second, consequentialist, refer to the effects of
that discussion, such as being able to filter and choose the
most legitimate option (Landa and Meirowitz, 2009). What
the theory of deliberation usually does not acknowledge is
that these axioms refer to different, and logically indepen-
dent, realities. Having the right deliberative conditions does
not necessarily lead to the best decision: experiments show
that, even when the conditions for deliberation are carefully
designed, the effects of the discussion might not work in the
expected direction – discussions can actually make people
adopt more extreme positions than those they originally
had (Schkade et al., 2007). And likewise, deliberative theory
cannot exclude as a matter of principle the empirical
possibility that the best decisions could also be reached by
means of non-deliberative forms of participation. Empirical
research can help differentiate these two areas of inquiry
by clearly specifying whether deliberation acts as the
dependent or the independent variable, that is, as a set of
conditions to be met or as the conditions that contribute to
generate certain outcomes. For this, we need a starting
point to measure deliberation that can ultimately lead to
the entire set of necessary and sufficient conditions. This
paper proposes one such starting point, in line with the
arguments that follow.

On a normative level, deliberative democracy is mostly
concerned with the issue of legitimacy: one of its core
assumptions is that legitimate public decisions do not
derive from the predetermined will of individuals but from
the process of its formation, that is, from deliberation itself
(Manin, 1987: 351–352). The practical implication of this
normative requirement is that individuals need to have
access to a pool of multiple points of view against which
they can contrast their own values and beliefs; and they
need to engage in a process of persuasion and argumenta-
tion that will help them shape their eventual opinion. From
an empirical point of view, this implies an institutional
framework that maximises the representativeness of the

debate by including as many different voices as possible;
and that also intensifies the amount of public argumenta-
tion by allowing participants to engage in an exchange of
competing arguments. These two features – the extent of
representation and the intensity of argumentation – set
deliberation apart from other forms of decision making, as
illustrated in Figure 1.

This figure gives a simple map of democratic possibilities
that takes into account who participates in the discussion
and what kinds of opinions are expressed (Ackerman and
Fishkin, 2002: 149). Of these four possibilities, only that
represented by quadrant I falls in line with the require-
ments of mass deliberation: it is the only option that
maximises the number of people involved in the discussion
while also maximising the extent of persuasion and
argumentation leading to the formation of preferences.
Quadrant II corresponds to the deliberation of a select
group of experts or elite, hence diminishing representa-
tiveness; quadrant III corresponds to the type of poll-
directed mass democracy promoted by the media, which
insert in the public dialogue the unfiltered preferences of a
random sample of citizens, using them as an approximation
to the private (and therefore non-deliberative) opinions of
the general population; and finally quadrant IV corre-
sponds to plebiscitary democracy, where the private
preferences of the mass public are aggregated again without
any discussion (ibid: 150–152). This is a simplistic map of
democratic possibilities, but it provides a useful criterion to
start differentiating, on the empirical level, types of public
communication using two of their features: how repre-
sentative they are and how much persuasive effort they
contain.

A question related to the identification of the prerequi-
sites for deliberation is what kinds of scenarios are more
likely to engender those conditions. The same contextual
features, like the size and publicity of the deliberation, can
play contradictory roles when enhancing the quality of the
discussion: on the one hand, the larger the deliberation is,
the greater is also the risk that the debate will be dominated
by a small number of charismatic speakers; but, on the
other hand, the greater the publicity of the discussion, the
harder it will be for individuals to be motivated by self-
interest alone and the more incentives they will have to
genuinely engage in argumentation (Elster, 1998: 111).
New technologies have lengthened the list of conflicting
features: the internet is seen by some researchers as an
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Figure 1 Prerequisites of deliberation.
Source: Adapted from Ackerman and Fishkin (2002).
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those classified under ‘Politics’ tend to generate networks of
Type I or IV precisely because of the high number of
comments they attract.

Our main theoretical claim with this model is that these
two structural features, width and depth, act as good
proxies to the two deliberative conditions identified in
Figure 1, representativeness and argumentation. The model
suggests that quadrant I in Figure 1, which corresponded to
the idea of mass deliberative democracy, finds a correlate in
discussion networks classified here as Type I: relative to the
other networks, networks of Type I maximise the amount
of people engaged in the discussion and the amount of
persuasive effort they make, much in the same way as
quadrant I represented a type of decision making that
maximised the number of people involved and the amount
of argumentation given. If Figure 1 was a simplistic map of
democratic possibilities, Figure 2 is a simplistic map of
discussion types, among other things because it just focuses
on the structure, not on the content of the information
being exchanged. But – our claim is – the structure contains
enough information to allow us to differentiate mere
discussion from deliberation; or, at least, it allows us to
identify discussions that set the most prosperous condi-
tions for deliberation to take place.

The model illustrated by Figure 2 sets the ground to start
sorting empirical instances of public talk according to the
types of dynamics they generate. One of the basic flaws
hindering communication between deliberative theory and
empirical research was the lack of conceptual resources to
establish when instances of public talk are deliberation or
only discussion (Thompson, 2008: 501–502). Our model
tackles this issue explicitly by providing a conceptual map
that covers all possibilities in a continuum that gradually

approximates the preconditions for deliberation. It also
helps direct empirical research by suggesting the following
two questions: How many discussions fall in the area
identified as the deliberative type? And are these discus-
sions politically relevant? Ideally, political discussions
should exhibit the Type I features more often than dis-
cussions around other topics, and therefore they should
show a tendency to cluster in the upper-right cell of
Figure 2: that would mean that political talk has some
intrinsic qualities that make it a valuable asset for the
democratic process, as it is so often assumed in the
literature. We use the Slashdot data to provide an empirical
screenshot of how different kinds of discussions scatter in
this possibility space, and to illustrate how the model can
be used to assess the performance of this or other
discussion forums in promoting deliberation.

Data analysis and results
In this section we investigate the spatial distribution
of Slashdot discussions in the plane depicted by the
model introduced above. We follow a two-step strategy: we
first analyse the distribution of discussions according to
how wide and deep they are, and we then apply a more
sophisticated technique to provide a better approximation
to the number of unique people involved in the discussion
and to the degree of persuasive effort contained. For this,
we consider a narrow and a broad definition of the width
and depth of the discussion trees: in the simple model, we
only take into account the maximum number of comments
at any layer of the network, and the number of nested
layers, to define the properties of the discussions; in the
refined model, we include additional variables to control
for the presence of prolific authors and for the effects of
particularly conflictive comments in the overall structure.
By including these variables into the analyses we get a
richer picture of the actual degree of representativeness and
argumentation present in the discussions.

Original model: width-depth analysis
In this section we distribute the discussions from Slashdot
in the possibility space opened by the model of Figure 2,
using the narrow definition of width and depth. The aim is
twofold: to differentiate types of discussions according to
the collective dynamics they generate, and to identify where
political discussions fall within that space. If we differ-
entiate political from non-political discussions we obtain
two groups: in the non-political category we have a total of
9464 discussions, which constitute 94.52% of all available
posts; and the remaining 549 discussions fall under the
political category, representing 5.5% of all posts. Figure 3
presents the width and depth frequencies for these
two categories, as well as their spatial distributions in the
width-depth model plane.

The upper half of the figure presents the depth (left) and
width (right) relative frequencies for both categories. The
overall depth of discussions ranges from 1 to 17, while the
maximum width ranges from 2 to 706. As seen from both
relative frequency plots, political discussions exhibit a
slight tendency to have larger depth and width values than
non-political discussions. The lower half of the figure plots
all discussions into the width-depth plane. Mimicking
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Figure 2 Types of discussions according to the width and depth of the
interactions.
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Online networks and the political process

The internet and related technologies allow novel forms
of political participation. Recent events in Iran
following the alleged fraud in the presidential elections

of June of 2009 have made the impact of new technologies
particularly visible to the general public. Social media like
Twitter or YouTube were considered instrumental in the
coordination and diffusion of the activities surrounding
those protests and mobilisations. Cases like this have
shown that social-networking sites may allow citizens to
often (not always) overcome censorship and spread
information beyond authoritarian control; but the actual
role that these new technologies play in strengthening civic
networks and enhancing their ability to organise is still a
disputed matter. This is due, in part, to the journalistic and
anecdotal evidence on which the account of contentious
events is usually based. In more democratic societies,
however, there is growing evidence that an increasing share

of the population go online to engage in the political
process (Bimber, 2003; Chadwick, 2006). This trend
challenges claims suggesting that civil society networks
are shrinking (Paxton, 1999; Putnam, 2000; McPherson
et al., 2006). While it is obvious that internet technologies
are facilitating information exchange, it is less clear how the
resulting networks form and evolve, and to what extent
their structural properties are responsible for a more plural
flow of information.

Discussion networks play a crucial role in the democratic
process because they give citizens the opportunity to
engage in political talk and assess conflicting ideas
(Lazarsfeld et al., 1968; Zuckerman, 2005; Mutz, 2006). By
discussing politics, people become more acquainted with
their own opinions, which can result in a stronger political
engagement; and they become more aware of oppositional
arguments, which can lead to higher tolerance and even
trust in those who hold different views. Empirical research
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challenges claims suggesting that civil society networks
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et al., 2006). While it is obvious that internet technologies
are facilitating information exchange, it is less clear how the
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has so far defied a strong connection with empirical
research. There are two main reasons for this: the lack of
conceptual clarity specifying which types of discussions
classify as the deliberative type, and the confusion between
the causes and the consequences of deliberation.

Much of the literature on deliberation derives from
disagreements over the necessary and sufficient conditions
that are required for deliberation to take place (Thompson,
2008). Without these conditions, deliberation is a moving
target: it is difficult to match with any particular instance of
public discussion, and it can always be argued that some
crucial element is missing that disqualifies the entire empi-
rical approach. The problem with this lack of conceptual
clarity is not only that it goes against the basic principle of
scientific refutability, hampering the development of the
theory, but also that it blurs the boundaries between the
definition of deliberation and its evaluation (Mutz, 2008).
Empirical approaches to political deliberation can help
develop the theory by, first, turning the normative assump-
tions into testable hypotheses and, second, progressively
identifying a set of necessary conditions required to
distinguish deliberation from other types of discussions.

There are two types of axioms in deliberative theory. The
first, procedural, refer to the conditions that define the
process of the discussion (such as representative participa-
tion). The second, consequentialist, refer to the effects of
that discussion, such as being able to filter and choose the
most legitimate option (Landa and Meirowitz, 2009). What
the theory of deliberation usually does not acknowledge is
that these axioms refer to different, and logically indepen-
dent, realities. Having the right deliberative conditions does
not necessarily lead to the best decision: experiments show
that, even when the conditions for deliberation are carefully
designed, the effects of the discussion might not work in the
expected direction – discussions can actually make people
adopt more extreme positions than those they originally
had (Schkade et al., 2007). And likewise, deliberative theory
cannot exclude as a matter of principle the empirical
possibility that the best decisions could also be reached by
means of non-deliberative forms of participation. Empirical
research can help differentiate these two areas of inquiry
by clearly specifying whether deliberation acts as the
dependent or the independent variable, that is, as a set of
conditions to be met or as the conditions that contribute to
generate certain outcomes. For this, we need a starting
point to measure deliberation that can ultimately lead to
the entire set of necessary and sufficient conditions. This
paper proposes one such starting point, in line with the
arguments that follow.

On a normative level, deliberative democracy is mostly
concerned with the issue of legitimacy: one of its core
assumptions is that legitimate public decisions do not
derive from the predetermined will of individuals but from
the process of its formation, that is, from deliberation itself
(Manin, 1987: 351–352). The practical implication of this
normative requirement is that individuals need to have
access to a pool of multiple points of view against which
they can contrast their own values and beliefs; and they
need to engage in a process of persuasion and argumenta-
tion that will help them shape their eventual opinion. From
an empirical point of view, this implies an institutional
framework that maximises the representativeness of the

debate by including as many different voices as possible;
and that also intensifies the amount of public argumenta-
tion by allowing participants to engage in an exchange of
competing arguments. These two features – the extent of
representation and the intensity of argumentation – set
deliberation apart from other forms of decision making, as
illustrated in Figure 1.

This figure gives a simple map of democratic possibilities
that takes into account who participates in the discussion
and what kinds of opinions are expressed (Ackerman and
Fishkin, 2002: 149). Of these four possibilities, only that
represented by quadrant I falls in line with the require-
ments of mass deliberation: it is the only option that
maximises the number of people involved in the discussion
while also maximising the extent of persuasion and
argumentation leading to the formation of preferences.
Quadrant II corresponds to the deliberation of a select
group of experts or elite, hence diminishing representa-
tiveness; quadrant III corresponds to the type of poll-
directed mass democracy promoted by the media, which
insert in the public dialogue the unfiltered preferences of a
random sample of citizens, using them as an approximation
to the private (and therefore non-deliberative) opinions of
the general population; and finally quadrant IV corre-
sponds to plebiscitary democracy, where the private
preferences of the mass public are aggregated again without
any discussion (ibid: 150–152). This is a simplistic map of
democratic possibilities, but it provides a useful criterion to
start differentiating, on the empirical level, types of public
communication using two of their features: how repre-
sentative they are and how much persuasive effort they
contain.

A question related to the identification of the prerequi-
sites for deliberation is what kinds of scenarios are more
likely to engender those conditions. The same contextual
features, like the size and publicity of the deliberation, can
play contradictory roles when enhancing the quality of the
discussion: on the one hand, the larger the deliberation is,
the greater is also the risk that the debate will be dominated
by a small number of charismatic speakers; but, on the
other hand, the greater the publicity of the discussion, the
harder it will be for individuals to be motivated by self-
interest alone and the more incentives they will have to
genuinely engage in argumentation (Elster, 1998: 111).
New technologies have lengthened the list of conflicting
features: the internet is seen by some researchers as an
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Figure 1 Prerequisites of deliberation.
Source: Adapted from Ackerman and Fishkin (2002).
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Online networks and the political process

The internet and related technologies allow novel forms
of political participation. Recent events in Iran
following the alleged fraud in the presidential elections

of June of 2009 have made the impact of new technologies
particularly visible to the general public. Social media like
Twitter or YouTube were considered instrumental in the
coordination and diffusion of the activities surrounding
those protests and mobilisations. Cases like this have
shown that social-networking sites may allow citizens to
often (not always) overcome censorship and spread
information beyond authoritarian control; but the actual
role that these new technologies play in strengthening civic
networks and enhancing their ability to organise is still a
disputed matter. This is due, in part, to the journalistic and
anecdotal evidence on which the account of contentious
events is usually based. In more democratic societies,
however, there is growing evidence that an increasing share

of the population go online to engage in the political
process (Bimber, 2003; Chadwick, 2006). This trend
challenges claims suggesting that civil society networks
are shrinking (Paxton, 1999; Putnam, 2000; McPherson
et al., 2006). While it is obvious that internet technologies
are facilitating information exchange, it is less clear how the
resulting networks form and evolve, and to what extent
their structural properties are responsible for a more plural
flow of information.

Discussion networks play a crucial role in the democratic
process because they give citizens the opportunity to
engage in political talk and assess conflicting ideas
(Lazarsfeld et al., 1968; Zuckerman, 2005; Mutz, 2006). By
discussing politics, people become more acquainted with
their own opinions, which can result in a stronger political
engagement; and they become more aware of oppositional
arguments, which can lead to higher tolerance and even
trust in those who hold different views. Empirical research
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number of participants and cascade through more levels of nested comments. Using data
collected from the Slashdot forum, this paper reconstructs the discussion threads as
hierarchical networks and proposes a model for their comparison and classification. In
addition to the substantive topic of discussion, which corresponds to the different sections
of the forum (such as Developers, Games, or Politics), we classify the threads according to
structural features like the maximum number of comments at any level of the network
(i.e. the width) and the number of nested layers in the network (i.e. the depth). We find that
political discussion networks display a tendency to cluster around the area that
corresponds to wider and deeper structures, showing a significant departure from the
structure exhibited by other types of discussions. We propose using this model to create a
framework that allows the analysis and comparison of different internet technologies for
the promotion of political deliberation.
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Online networks and the political process

The internet and related technologies allow novel forms
of political participation. Recent events in Iran
following the alleged fraud in the presidential elections

of June of 2009 have made the impact of new technologies
particularly visible to the general public. Social media like
Twitter or YouTube were considered instrumental in the
coordination and diffusion of the activities surrounding
those protests and mobilisations. Cases like this have
shown that social-networking sites may allow citizens to
often (not always) overcome censorship and spread
information beyond authoritarian control; but the actual
role that these new technologies play in strengthening civic
networks and enhancing their ability to organise is still a
disputed matter. This is due, in part, to the journalistic and
anecdotal evidence on which the account of contentious
events is usually based. In more democratic societies,
however, there is growing evidence that an increasing share

of the population go online to engage in the political
process (Bimber, 2003; Chadwick, 2006). This trend
challenges claims suggesting that civil society networks
are shrinking (Paxton, 1999; Putnam, 2000; McPherson
et al., 2006). While it is obvious that internet technologies
are facilitating information exchange, it is less clear how the
resulting networks form and evolve, and to what extent
their structural properties are responsible for a more plural
flow of information.

Discussion networks play a crucial role in the democratic
process because they give citizens the opportunity to
engage in political talk and assess conflicting ideas
(Lazarsfeld et al., 1968; Zuckerman, 2005; Mutz, 2006). By
discussing politics, people become more acquainted with
their own opinions, which can result in a stronger political
engagement; and they become more aware of oppositional
arguments, which can lead to higher tolerance and even
trust in those who hold different views. Empirical research
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has so far defied a strong connection with empirical
research. There are two main reasons for this: the lack of
conceptual clarity specifying which types of discussions
classify as the deliberative type, and the confusion between
the causes and the consequences of deliberation.

Much of the literature on deliberation derives from
disagreements over the necessary and sufficient conditions
that are required for deliberation to take place (Thompson,
2008). Without these conditions, deliberation is a moving
target: it is difficult to match with any particular instance of
public discussion, and it can always be argued that some
crucial element is missing that disqualifies the entire empi-
rical approach. The problem with this lack of conceptual
clarity is not only that it goes against the basic principle of
scientific refutability, hampering the development of the
theory, but also that it blurs the boundaries between the
definition of deliberation and its evaluation (Mutz, 2008).
Empirical approaches to political deliberation can help
develop the theory by, first, turning the normative assump-
tions into testable hypotheses and, second, progressively
identifying a set of necessary conditions required to
distinguish deliberation from other types of discussions.

There are two types of axioms in deliberative theory. The
first, procedural, refer to the conditions that define the
process of the discussion (such as representative participa-
tion). The second, consequentialist, refer to the effects of
that discussion, such as being able to filter and choose the
most legitimate option (Landa and Meirowitz, 2009). What
the theory of deliberation usually does not acknowledge is
that these axioms refer to different, and logically indepen-
dent, realities. Having the right deliberative conditions does
not necessarily lead to the best decision: experiments show
that, even when the conditions for deliberation are carefully
designed, the effects of the discussion might not work in the
expected direction – discussions can actually make people
adopt more extreme positions than those they originally
had (Schkade et al., 2007). And likewise, deliberative theory
cannot exclude as a matter of principle the empirical
possibility that the best decisions could also be reached by
means of non-deliberative forms of participation. Empirical
research can help differentiate these two areas of inquiry
by clearly specifying whether deliberation acts as the
dependent or the independent variable, that is, as a set of
conditions to be met or as the conditions that contribute to
generate certain outcomes. For this, we need a starting
point to measure deliberation that can ultimately lead to
the entire set of necessary and sufficient conditions. This
paper proposes one such starting point, in line with the
arguments that follow.

On a normative level, deliberative democracy is mostly
concerned with the issue of legitimacy: one of its core
assumptions is that legitimate public decisions do not
derive from the predetermined will of individuals but from
the process of its formation, that is, from deliberation itself
(Manin, 1987: 351–352). The practical implication of this
normative requirement is that individuals need to have
access to a pool of multiple points of view against which
they can contrast their own values and beliefs; and they
need to engage in a process of persuasion and argumenta-
tion that will help them shape their eventual opinion. From
an empirical point of view, this implies an institutional
framework that maximises the representativeness of the

debate by including as many different voices as possible;
and that also intensifies the amount of public argumenta-
tion by allowing participants to engage in an exchange of
competing arguments. These two features – the extent of
representation and the intensity of argumentation – set
deliberation apart from other forms of decision making, as
illustrated in Figure 1.

This figure gives a simple map of democratic possibilities
that takes into account who participates in the discussion
and what kinds of opinions are expressed (Ackerman and
Fishkin, 2002: 149). Of these four possibilities, only that
represented by quadrant I falls in line with the require-
ments of mass deliberation: it is the only option that
maximises the number of people involved in the discussion
while also maximising the extent of persuasion and
argumentation leading to the formation of preferences.
Quadrant II corresponds to the deliberation of a select
group of experts or elite, hence diminishing representa-
tiveness; quadrant III corresponds to the type of poll-
directed mass democracy promoted by the media, which
insert in the public dialogue the unfiltered preferences of a
random sample of citizens, using them as an approximation
to the private (and therefore non-deliberative) opinions of
the general population; and finally quadrant IV corre-
sponds to plebiscitary democracy, where the private
preferences of the mass public are aggregated again without
any discussion (ibid: 150–152). This is a simplistic map of
democratic possibilities, but it provides a useful criterion to
start differentiating, on the empirical level, types of public
communication using two of their features: how repre-
sentative they are and how much persuasive effort they
contain.

A question related to the identification of the prerequi-
sites for deliberation is what kinds of scenarios are more
likely to engender those conditions. The same contextual
features, like the size and publicity of the deliberation, can
play contradictory roles when enhancing the quality of the
discussion: on the one hand, the larger the deliberation is,
the greater is also the risk that the debate will be dominated
by a small number of charismatic speakers; but, on the
other hand, the greater the publicity of the discussion, the
harder it will be for individuals to be motivated by self-
interest alone and the more incentives they will have to
genuinely engage in argumentation (Elster, 1998: 111).
New technologies have lengthened the list of conflicting
features: the internet is seen by some researchers as an
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Figure 1 Prerequisites of deliberation.
Source: Adapted from Ackerman and Fishkin (2002).
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that these differences are not independent of the topics
being discussed: discussions about politically relevant
issues involve a wider pool of participants and make them
engage in more intense interactions. However, this model is
limited for a number of reasons: first, it shows that there is
a clear correlation between the width and the depth of the
discussions (r¼ 0.498, significant at the 1% level) but it
does not assess how much of the variance in the discussions
results from this correlation; second, the measure-
ment of width disregards the fact that the same users could
be contributing the majority of the messages, which
would undermine the value of this variable as a proxy
for the representativeness of the discussion; and third, the
measurement of depth does not take into account the
influence that repeated mutual replies between only two
users or particularly controversial messages might have in
the structure of the discussions. The refined model
presented in the next section aims to overcome these
limitations.

Refined model: principal component analysis
The refined model adds four new variables to the analyses
that provide alternative approximations to the width and
depth of the discussions. In addition to the maximum
number of comments present at any layer of the network,
we use the total number of comments and the total number
of unique users participating in the discussion as measures
of width. And in addition to the number of nested layers,
we use two versions of the h-index as a measure of depth.
The h-index has been initially proposed to rank researchers
by their scientific outputs, and considers the number of
papers published by researchers and the number of times
that these papers are cited: if a scientist has an h-index of

11, it means that he has written 11 papers with at least 11
citations each (Hirsch, 2005). For the analyses presented in
this section, we used two adapted versions of the index: we
calculated an index both for the comments (considering
the number of layers and the number of comments per
layer) as proposed by Gómez et al. (2008), and for the
commentators (ordering users by the number of comments
they contribute in each post). We use both indexes as
alternative measures of depth intended to weight in the
controversy of certain comments and the engagement of the
most active users.

We carried a correlation analysis of the six variables,
resulting in the coefficients reported in Table 4 (all are
statistically significant). For the width variables (total
number of comments, total number of users and maximum
number of comments at any layer), we used the logarithmic
transformations since they exhibit log-normal distribu-
tions (such as the one depicted in the upper-right plot of
Figure 3) – hence the slight difference with the correlation
coefficient reported in the previous section. The highest
association takes place among the width variables, which
means that discussions that contain a high number of
comments also tend to contain a high number of unique
participants. In addition, the coefficients confirm the
significant association between the width and the depth of
discussion networks. In the light of these coefficients, we
decided to apply principal component analysis (PCA, see
Jolliffe, 2002) to reduce the six variables to the two
dimensions that maximise the amount of variance explained.

Our analyses showed that the first two components
explain 92.76% of the variance of the data. All six variables
under consideration contribute positively to component 1,
which reflects their high degree of correlation and suggests
that a discussion with a wider structure than average will
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73 Prozent der Bevölkerung der Europäischen Union nutzten 2013 das 
Internet. Tendenz steigend. Kurz vor der Europawahl wollten wir daher 
wissen: Wie präsent und aktiv sind die antieuropäischen Populisten im 
Internet? Resultat: Die Anti-Europäer sind isoliert und zersplittert. Es 
gibt aber eine lebendige pro-europäische Netzöffentlichkeit. Nur zivilgesell - 
schaftliche Initiativen brauchen noch mehr Unterstützung.

Da sich immer mehr Menschen von traditio-
nellen Wahlmustern lösen und sich kurzfristig 
entschließen, welcher Partei sie ihre Stimme 
bei der Europawahl 2014 geben, gewinnen zwei 
Faktoren an Bedeutung: Der Endspurt der Kandi - 
daten und der Ort, an dem er stattfindet. Dabei 
wird das Internet als Informations quelle immer 
wichtiger. Wenn man davon ausgeht, dass 
populistische Parteien und Bewegungen weni-
ger Zugang zu den klassischen Medien haben, 
könnte man annehmen, dass sie aktiver das 
Internet nutzen, um ihre Botschaft zu verbreiten. 
Ist das der Fall? Und eint sie das gemeinsame 
Feindbild vielleicht so sehr, dass sie sich verbün-
den? In ihren Ländern und über Landesgren-
zen hinweg? Welche Rolle nehmen sie in ihren  

„nationalen“ Online-Debatten ein? Sind sie dort 
– im Gegensatz zu den klassischen Medien –  
zentrale Akteure? Und deshalb Meinungsführer? 

Um diese Fragen zu beantworten haben wir 
eine Art Kernspintomographie des Internets 
erstellen lassen. Diese Karten zeigen uns, 
was normalerweise nicht sichtbar ist, nämlich 
den Teil des Internets, der populistische und 
antieuropäische Inhalte verbreitet und die  
Dynamik des Austauschs zwischen den ein-
zelnen Seiten, Blogs, Foren etc. Indem wir ihre 
Verknüpfungen und Interaktionen gemes-
sen und visualisiert haben, können wir uns 
ein Bild machen, wer mit wem spricht, wer 
die Debatte treibt, wo sie stattfindet und wie 
isoliert oder integriert die Akteure sind. Wir 
haben die Netzwerke deutscher, französischer, 
britischer, niederländischer, italienischer und 
polnischer Anti-Europäer analysiert. Und 
um Vergleichsdaten zu haben, haben wir für 
Deutschland und Frankreich auch das Netz-
werk der Pro-Europäer gescannt.
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Informationen gehandelt werden und damit 
bilden sie für sich auch gemeinsame Weltan-
schauungen, selbst wenn diese sich entlang  
traditioneller Konfliktlinien organisieren. Die 
Karten zeigen sehr deutlich, dass es eine 
lebendige europäische Netzöffentlichkeit gibt. 
Dies ist ein entscheidender Faktor. Nicht nur 
für jene, die sich schon in diesem Netzwerk 
bewegen, sondern auch für jene, die sich im 
Internet über europäische Politik informieren 

Quelle: linkfluence

988 Internetseiten mit antieuropäischen Inhalten
In Deutschland, Frankreich, Großbritannien, Italien, den Niederlanden und Polen
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wollen. Grad der Verknüpfung und Höhe des 
Austauschs beeinflussen nämlich wesentlich 
die Relevanz, die ihnen Suchmaschinen zutei-
len und steigert damit signifikant Sichtbarkeit 
und Erreichbarkeit der Seiten.

Geradezu dramatisch allerdings ist die Abwe-
senheit der Zivilgesellschaft. Parteien und Insti - 
tutionen dominieren das Netz. Hier besteht 
dringender Handlungsbedarf.
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Europäische Netzwerke 

Die Netzöffentlichkeit Europas ist ebenso nach 
Sprach- und Landesgrenzen fragmentiert wie 
die traditionelle. Das gilt vor allem für die 
 Netzwerke der populistischen Parteien. Deren 
prominente Führungsfiguren haben sich zwar 
in den vergangenen Monaten in den Medien 
gehalten mit Reisen, Treffen und Kooperations- 
absichten, unsere Karten aber zeigen, dass es 
keinerlei Austausch, keine Verbindungen zwi-
schen diesen Parteien gibt (siehe Grafik oben). 
Zwar haben wir insgesamt 988 europaskepti-
sche Internetseiten in den untersuchten Län-
dern identifizieren können, aber unter diesen 
988 konnten wir nur vier Verknüpfungen finden. 
Die italienische Aktivisten-Seite bastaeuro.it 
bezieht sich einmal auf den französischen 
Front National, einmal auf die niederländische 
Partei der Freiheit. Und die britische UKIP 
wird zweimal auf französischen Debattensei-
ten zitiert (La lettre volée und Decapt’actu: Ers-
tes ist ein Blog, zweites eine Nachrichtenseite). 
Es gibt also kein paneuropäisches Netzwerk 
der antieuropäischen Populisten in Internet, es 
gibt keine zentrale Austauschstelle oder Ideen- 
werkstatt. Überraschender vielleicht noch ist 

festzustellen, wie isoliert die Bewegungen 
nicht nur auf der euro päischen Bühne, sondern 
auch in ihren nationalen Räumen sind. Selbst 
Parteien wie der französische Front National, 
die schon lange bestehen und deren Vertreter 
sich in ihren Ländern zu Meinungsführern der 
Europaphobie aufgeschwungen haben, finden 
kaum Anerkennung durch Verknüpfung. Es 
mag richtig sein, dass 23 Prozent der franzö-
sischen Jugendlichen sich mittlerweile vorstel-
len könnten, FN zu wählen, und dass Marine 
Le Pen Stammgast in Radio- und Fernseh- 
sendungen ist, das heißt aber keineswegs, 
dass sich auf den politischen Internetseiten 
Frankreichs auf sie bezogen wird, dass sie die 
Online-Debatte anführt oder dass die Seiten 
ihrer Partei oder die ihrer Vertreter und Sym-
pathisanten verknüpft werden. 

Das Netz der Pro-Europäer ist nicht nur nume-
risch stärker (658 versus 251 Seiten in Frankreich 
und Deutschland zusammen). Es ist auch stark 
miteinander verknüpft. Das zeigt, dass nicht 
nur Verbindungen bestehen, sondern auch 
der Austausch zwischen den Pro-Europäern 
funktioniert. Sie formen ein europaweites Netz-
werk, in dem Ideen, Meinungen, Konzepte und 

Quelle: linkfluence

1.638 europapolitische Internetseiten 
In Deutschland und Frankreich mit pro- und antieuropäischen Inhalten; 
in Großbritannien, den Niederlanden, Italien und Polen mit antieuropäischen Inhalten 
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haben. Starke Worte allerdings sind das eine. 
Das andere sind Parteiprogramm und politi- 
sches Handeln. Und dort schlagen diese Zwischen- 
rufe nicht auf eine Art durch, die es uns erlaubt 
hätte, die CSU als antieuropäische Partei zu quali- 
fizieren. Weder fordert sie ein Ende des Euro, 
noch eine Auflösung der  Schengen-Zone oder 
gar eine Auflösung der EU als Ganzes. Eine Zwit- 
terrolle aber bleibt. Ihre Vertreter haben oft  
keine Scheu, laut und drastisch aufzutreten  
und schockieren damit vor allem europäische 
Beobachter, denen es schwerfällt einzuschätzen, 
welchen Stellenwert ihre Einlassungen in der 
deutschen Politik haben.         

Die Abwesenheit der Zivilgesellschaft in der 
deutschen europapolitischen Netzdebatte ist 
lamentabel. Gerademal 5,4 Prozent der identifi-
zierten Seiten werden von Vereinen, Netzwerken 
oder anderen zivilgesellschaftlichen Gruppen 
betrieben. Rechnet man großzügig die Medien-
seiten mit ein, kommt man auf 23 Prozent. Das 
heißt 77 Prozent des deutschen europapoliti-
schen Internets wird von Parteien, Parteivertre-
tern und großen Institutionen dominiert.                                                      

Parteichef und Aushängeschild Bernd Lucke 
hat das Twittern nach der Bundestagswahl 
gleich ganz eingestellt. Sein letzter Tweet ist 
vom 23. September 2013. Zu diesem Zeitpunkt 
folgten ihm 4.314 Leser. Seinen Parteikollegen 
Frauke Petry, Hans-Olaf Henkel und Beatrix 
von Storch folgen gerade mal 894, 817 und 589 
Interessierte. Das ist nichts im europäischen 
Vergleich. Die Twitter-Liste der prominentesten 
deutschen Europa-Kritiker wird von dem ehe-
maligen FDP-Bundestagsabgeordneten Frank 
Schäffler angeführt. Ihm folgen 8.051 Leser. 
Der Italiener Beppe Grillo aber sendet seine 
Kurznachrichten an 1,44 Millionen Menschen, 
der Niederländer Geert Wilders an 323.000, 
die Französin Marine Le Pen an 280.000 und 
der Brite Nigel Farage an 121.000.       

Die CSU spielt in der europapolitischen Debatte 
in Deutschland eine oft verwirrende Sonder- 
rolle, die vor allem für nicht-deutsche Beobachter 
recht schwierig zu entschlüsseln ist. Auf unserer 
Karte sind ihre Seiten und die ihrer Vertreter 
nicht Teil des europa-kritischen Netzwerkes. Das 
kann überraschen angesichts des Tons der Kom-
mentierung, mit der Markus Söder, Alexander 
Dobrindt und Peter Gauweiler sich in den ver-
gangenen Jahren in den Nachrichten gehalten 
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73 Prozent der Bevölkerung der Europäischen Union nutzten 2013 das 
Internet. Tendenz steigend. Kurz vor der Europawahl wollten wir daher 
wissen: Wie präsent und aktiv sind die antieuropäischen Populisten im 
Internet? Resultat: Die Anti-Europäer sind isoliert und zersplittert. Es 
gibt aber eine lebendige pro-europäische Netzöffentlichkeit. Nur zivilgesell - 
schaftliche Initiativen brauchen noch mehr Unterstützung.

Da sich immer mehr Menschen von traditio-
nellen Wahlmustern lösen und sich kurzfristig 
entschließen, welcher Partei sie ihre Stimme 
bei der Europawahl 2014 geben, gewinnen zwei 
Faktoren an Bedeutung: Der Endspurt der Kandi - 
daten und der Ort, an dem er stattfindet. Dabei 
wird das Internet als Informations quelle immer 
wichtiger. Wenn man davon ausgeht, dass 
populistische Parteien und Bewegungen weni-
ger Zugang zu den klassischen Medien haben, 
könnte man annehmen, dass sie aktiver das 
Internet nutzen, um ihre Botschaft zu verbreiten. 
Ist das der Fall? Und eint sie das gemeinsame 
Feindbild vielleicht so sehr, dass sie sich verbün-
den? In ihren Ländern und über Landesgren-
zen hinweg? Welche Rolle nehmen sie in ihren  

„nationalen“ Online-Debatten ein? Sind sie dort 
– im Gegensatz zu den klassischen Medien –  
zentrale Akteure? Und deshalb Meinungsführer? 

Um diese Fragen zu beantworten haben wir 
eine Art Kernspintomographie des Internets 
erstellen lassen. Diese Karten zeigen uns, 
was normalerweise nicht sichtbar ist, nämlich 
den Teil des Internets, der populistische und 
antieuropäische Inhalte verbreitet und die  
Dynamik des Austauschs zwischen den ein-
zelnen Seiten, Blogs, Foren etc. Indem wir ihre 
Verknüpfungen und Interaktionen gemes-
sen und visualisiert haben, können wir uns 
ein Bild machen, wer mit wem spricht, wer 
die Debatte treibt, wo sie stattfindet und wie 
isoliert oder integriert die Akteure sind. Wir 
haben die Netzwerke deutscher, französischer, 
britischer, niederländischer, italienischer und 
polnischer Anti-Europäer analysiert. Und 
um Vergleichsdaten zu haben, haben wir für 
Deutschland und Frankreich auch das Netz-
werk der Pro-Europäer gescannt.
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Verknüpfungen und Interaktionen gemes-
sen und visualisiert haben, können wir uns 
ein Bild machen, wer mit wem spricht, wer 
die Debatte treibt, wo sie stattfindet und wie 
isoliert oder integriert die Akteure sind. Wir 
haben die Netzwerke deutscher, französischer, 
britischer, niederländischer, italienischer und 
polnischer Anti-Europäer analysiert. Und 
um Vergleichsdaten zu haben, haben wir für 
Deutschland und Frankreich auch das Netz-
werk der Pro-Europäer gescannt.
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Informationen gehandelt werden und damit 
bilden sie für sich auch gemeinsame Weltan-
schauungen, selbst wenn diese sich entlang  
traditioneller Konfliktlinien organisieren. Die 
Karten zeigen sehr deutlich, dass es eine 
lebendige europäische Netzöffentlichkeit gibt. 
Dies ist ein entscheidender Faktor. Nicht nur 
für jene, die sich schon in diesem Netzwerk 
bewegen, sondern auch für jene, die sich im 
Internet über europäische Politik informieren 

Quelle: linkfluence

988 Internetseiten mit antieuropäischen Inhalten
In Deutschland, Frankreich, Großbritannien, Italien, den Niederlanden und Polen
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wollen. Grad der Verknüpfung und Höhe des 
Austauschs beeinflussen nämlich wesentlich 
die Relevanz, die ihnen Suchmaschinen zutei-
len und steigert damit signifikant Sichtbarkeit 
und Erreichbarkeit der Seiten.

Geradezu dramatisch allerdings ist die Abwe-
senheit der Zivilgesellschaft. Parteien und Insti - 
tutionen dominieren das Netz. Hier besteht 
dringender Handlungsbedarf.
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Europäische Netzwerke 

Die Netzöffentlichkeit Europas ist ebenso nach 
Sprach- und Landesgrenzen fragmentiert wie 
die traditionelle. Das gilt vor allem für die 
 Netzwerke der populistischen Parteien. Deren 
prominente Führungsfiguren haben sich zwar 
in den vergangenen Monaten in den Medien 
gehalten mit Reisen, Treffen und Kooperations- 
absichten, unsere Karten aber zeigen, dass es 
keinerlei Austausch, keine Verbindungen zwi-
schen diesen Parteien gibt (siehe Grafik oben). 
Zwar haben wir insgesamt 988 europaskepti-
sche Internetseiten in den untersuchten Län-
dern identifizieren können, aber unter diesen 
988 konnten wir nur vier Verknüpfungen finden. 
Die italienische Aktivisten-Seite bastaeuro.it 
bezieht sich einmal auf den französischen 
Front National, einmal auf die niederländische 
Partei der Freiheit. Und die britische UKIP 
wird zweimal auf französischen Debattensei-
ten zitiert (La lettre volée und Decapt’actu: Ers-
tes ist ein Blog, zweites eine Nachrichtenseite). 
Es gibt also kein paneuropäisches Netzwerk 
der antieuropäischen Populisten in Internet, es 
gibt keine zentrale Austauschstelle oder Ideen- 
werkstatt. Überraschender vielleicht noch ist 

festzustellen, wie isoliert die Bewegungen 
nicht nur auf der euro päischen Bühne, sondern 
auch in ihren nationalen Räumen sind. Selbst 
Parteien wie der französische Front National, 
die schon lange bestehen und deren Vertreter 
sich in ihren Ländern zu Meinungsführern der 
Europaphobie aufgeschwungen haben, finden 
kaum Anerkennung durch Verknüpfung. Es 
mag richtig sein, dass 23 Prozent der franzö-
sischen Jugendlichen sich mittlerweile vorstel-
len könnten, FN zu wählen, und dass Marine 
Le Pen Stammgast in Radio- und Fernseh- 
sendungen ist, das heißt aber keineswegs, 
dass sich auf den politischen Internetseiten 
Frankreichs auf sie bezogen wird, dass sie die 
Online-Debatte anführt oder dass die Seiten 
ihrer Partei oder die ihrer Vertreter und Sym-
pathisanten verknüpft werden. 

Das Netz der Pro-Europäer ist nicht nur nume-
risch stärker (658 versus 251 Seiten in Frankreich 
und Deutschland zusammen). Es ist auch stark 
miteinander verknüpft. Das zeigt, dass nicht 
nur Verbindungen bestehen, sondern auch 
der Austausch zwischen den Pro-Europäern 
funktioniert. Sie formen ein europaweites Netz-
werk, in dem Ideen, Meinungen, Konzepte und 

Quelle: linkfluence

1.638 europapolitische Internetseiten 
In Deutschland und Frankreich mit pro- und antieuropäischen Inhalten; 
in Großbritannien, den Niederlanden, Italien und Polen mit antieuropäischen Inhalten 
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haben. Starke Worte allerdings sind das eine. 
Das andere sind Parteiprogramm und politi- 
sches Handeln. Und dort schlagen diese Zwischen- 
rufe nicht auf eine Art durch, die es uns erlaubt 
hätte, die CSU als antieuropäische Partei zu quali- 
fizieren. Weder fordert sie ein Ende des Euro, 
noch eine Auflösung der  Schengen-Zone oder 
gar eine Auflösung der EU als Ganzes. Eine Zwit- 
terrolle aber bleibt. Ihre Vertreter haben oft  
keine Scheu, laut und drastisch aufzutreten  
und schockieren damit vor allem europäische 
Beobachter, denen es schwerfällt einzuschätzen, 
welchen Stellenwert ihre Einlassungen in der 
deutschen Politik haben.         

Die Abwesenheit der Zivilgesellschaft in der 
deutschen europapolitischen Netzdebatte ist 
lamentabel. Gerademal 5,4 Prozent der identifi-
zierten Seiten werden von Vereinen, Netzwerken 
oder anderen zivilgesellschaftlichen Gruppen 
betrieben. Rechnet man großzügig die Medien-
seiten mit ein, kommt man auf 23 Prozent. Das 
heißt 77 Prozent des deutschen europapoliti-
schen Internets wird von Parteien, Parteivertre-
tern und großen Institutionen dominiert.                                                      

Parteichef und Aushängeschild Bernd Lucke 
hat das Twittern nach der Bundestagswahl 
gleich ganz eingestellt. Sein letzter Tweet ist 
vom 23. September 2013. Zu diesem Zeitpunkt 
folgten ihm 4.314 Leser. Seinen Parteikollegen 
Frauke Petry, Hans-Olaf Henkel und Beatrix 
von Storch folgen gerade mal 894, 817 und 589 
Interessierte. Das ist nichts im europäischen 
Vergleich. Die Twitter-Liste der prominentesten 
deutschen Europa-Kritiker wird von dem ehe-
maligen FDP-Bundestagsabgeordneten Frank 
Schäffler angeführt. Ihm folgen 8.051 Leser. 
Der Italiener Beppe Grillo aber sendet seine 
Kurznachrichten an 1,44 Millionen Menschen, 
der Niederländer Geert Wilders an 323.000, 
die Französin Marine Le Pen an 280.000 und 
der Brite Nigel Farage an 121.000.       

Die CSU spielt in der europapolitischen Debatte 
in Deutschland eine oft verwirrende Sonder- 
rolle, die vor allem für nicht-deutsche Beobachter 
recht schwierig zu entschlüsseln ist. Auf unserer 
Karte sind ihre Seiten und die ihrer Vertreter 
nicht Teil des europa-kritischen Netzwerkes. Das 
kann überraschen angesichts des Tons der Kom-
mentierung, mit der Markus Söder, Alexander 
Dobrindt und Peter Gauweiler sich in den ver-
gangenen Jahren in den Nachrichten gehalten 
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Nationale Netzwerke

Deutschland – Pro-Europäer dominieren

Deutschland ist zwar das größte Land der Euro- 
päischen Union, aber sein politisches Netz ist 
verhältnismäßig schwach. Nur 349 Internet-
seiten befassen sich mit europapolitischen Inhal-
ten. Zum Vergleich: Frankreich hat – bei weni-
ger Internetnutzern – insgesamt 573 Seiten. 
Die Parteien sind in dieser Aufstellung sehr gut 
vertreten. Das europapolitische Netz organi-
siert sich im Wesentlichen um Parteiseiten und 
die ihrer Abgeordneten. Entsprechend stark 
ist das Netz der Pro-Europäer. Sie betreiben 
276 der 349 Seiten, das heißt rund 80 Prozent 
aller Internetseiten haben eine integrations-
freundliche Ausrichtung. Nur 73 Internetseiten 
verbreiten in Deutschland integrationsfeind- 
liche Inhalte. Das stärkste integrationskritische 
Netzwerk hat die Alternative für Deutschland 
(AfD), das zweitstärkste die NPD. Im Gegensatz 
zur AfD ist das Netzwerk der NPD allerdings 
weitgehend isoliert. Es liegt abgeschieden am 
oberen rechten Rand der Karte. Die AfD liegt 
knapp darunter, ebenfalls am rechten Rand, 
ist aber nicht völlig abgeschieden. Sie steht in 

überraschend enger Verbindung mit den deut-
schen Online-Medien. Keine andere Partei und 
auch keine andere Institution erreicht einen 
derartig hohen Vernetzungsgrad mit den deut-
schen Medienseiten und liegt ihnen auf unserer 
Karte so nahe wie die AfD. Dabei spielen die 
Webseiten der Frankfurter Allgemeinen Zeitung 
eine so herausragende Rolle, dass sie unse-
ren Daten nach fester Bestandteil des europa- 
kritischen Netzwerks sind. Dass Parteianhän-
ger und Sympathisanten der AfD besonders 
intensiv die Kommentarspalten der Online-
Medien nutzen, kann jeder Leser seit Ausbruch 
der Schuldenkrise beobachten, und dass faz.net, 
die ihre Sonderseiten zur Eurokrise wochen-
lang mit „Auf dem Weg in die Transferunion“ 
betitelt hatten, zum natürlichen Publikations-
ort für rettungspolitik-kritische Professoren 
und deren Gleichgesinnte wurde, ist auch kein 
Geheimnis. Wer Google bemüht und „Profes-
soren gegen Euro faz.net“ eingibt, kann sich 
selbst einen Eindruck der Artikeldichte und 
Stimmungslage machen, die sich von der ande-
rer Leitmedien deutlich unterscheidet. Dass 
AfD-Anhänger und Sympathisanten sich zuerst 
in den Kommentarspalten der Medien getrof-
fen und organisiert haben, erklärt womög-
lich auch ihre quasi-Abwesenheit auf Twitter.  

Quelle: linkfluence

Deutschland
349 Internetseiten mit pro- und antieuropäischen Inhalten
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Figure 1: The political retweet (left) and mention (right) networks, laid out using a force-directed algorithm. Node colors reflect
cluster assignments (see § 3.1). Community structure is evident in the retweet network, but less so in the mention network. We
show in § 3.3 that in the retweet network, the red cluster A is made of 93% right-leaning users, while the blue cluster B is made
of 80% left-leaning users.

tive Twitter users. This structural difference is of particular
importance with respect to political communication, as we
now have statistical evidence to suggest that mentions and
replies may serve as a conduit through which users are ex-
posed to information and opinions they might not choose in
advance. Despite this promising finding, the work of Yardi
and boyd (2010) suggests that cross-ideological interactions
may reinforce pre-existing in-group/out-group identities, ex-
acerbating the problem of political polarization.

3.2 Content Homogeneity
The clustering described above was based only on the net-
work properties of the retweet and mention graphs. An inter-
esting question, therefore, is whether it has any significance
in terms of the actual content of the discussions involved.
To address this issue we associate each user with a profile
vector containing all the hashtags in her tweets, weighted by
their frequencies. We can then compute the cosine similari-
ties between each pair of user profiles, separately for users
in the same cluster and users in different clusters. Figure 2
shows that in the mention network, users placed in the same
cluster are not likely to be much more similar to each other
than users in different clusters. On the other hand, in the
retweet network, users in cluster A are more likely to have
very similar profiles than users in cluster B, and users in dif-
ferent clusters are the least similar to each other. As a result
the average similarity within retweet clusters is higher than
across clusters. Further, we note that in both mention and
retweet networks, one of the clusters is more cohesive than
the other — meaning the tag usage within one community is
more homogeneous.

Retweet Mention
A↔A 0.31 0.31
B↔B 0.20 0.22
A↔B 0.13 0.26 10-1
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Figure 2: Cosine similarities among user profiles. The table
on the left shows the average similarities in the retweet and
mention networks for pairs of users both in cluster A, both in
cluster B, and for users in different clusters. All differences
are significant at the 95% confidence level. The plot on the
right displays the actual distributions of cosine similarities
for the retweet network.

3.3 Political Polarization
Given the communities of the retweet network identified in
§ 3.1, their content homogeneity uncovered in § 3.2, and
the findings of previous studies, it is natural to investigate
whether the clusters in the retweet network correspond to
groups of users of similar political alignment.

To accomplish this in a systematic, reproducible way we
used a set of techniques from the social sciences known
as qualitative content analysis (Krippendorff 2004; Kolbe
1991). Similar to assigning class labels to training data in su-
pervised machine learning, content analysis defines a set of
practices that enable social scientists to define reproducible
categories for qualitative features of text. Next we outline
our annotation categories, and then explain the procedures

92
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Abstract

In this study we investigate how social media shape the
networked public sphere and facilitate communication be-
tween communities with different political orientations. We
examine two networks of political communication on Twit-
ter, comprised of more than 250,000 tweets from the six
weeks leading up to the 2010 U.S. congressional midterm
elections. Using a combination of network clustering algo-
rithms and manually-annotated data we demonstrate that the
network of political retweets exhibits a highly segregated par-
tisan structure, with extremely limited connectivity between
left- and right-leaning users. Surprisingly this is not the case
for the user-to-user mention network, which is dominated by
a single politically heterogeneous cluster of users in which
ideologically-opposed individuals interact at a much higher
rate compared to the network of retweets. To explain the dis-
tinct topologies of the retweet and mention networks we con-
jecture that politically motivated individuals provoke inter-
action by injecting partisan content into information streams
whose primary audience consists of ideologically-opposed
users. We conclude with statistical evidence in support of this
hypothesis.

1 Introduction
Social media play an important role in shaping political dis-
course in the U.S. and around the world (Bennett 2003;
Benkler 2006; Sunstein 2007; Farrell and Drezner 2008;
Aday et al. 2010; Tumasjan et al. 2010; O’Connor et al.
2010). According to the Pew Internet and American Life
Project, six in ten U.S. internet users, nearly 44% of Amer-
ican adults, went online to get news or information about
politics in 2008. Additionally, Americans are taking an ac-
tive role in online political discourse, with 20% of internet
users contributing comments or questions about the politi-
cal process to social networking sites, blogs or other online
forums (Pew Internet and American Life Project 2008).

Despite this, some empirical evidence suggests that politi-
cally active web users tend to organize into insular, homoge-
nous communities segregated along partisan lines. Adamic
and Glance (2005) famously demonstrated that political
blogs preferentially link to other blogs of the same politi-
cal ideology, a finding supported by the work of Hargittai,

Copyright c⃝ 2011, Association for the Advancement of Artificial
Intelligence (www.aaai.org). All rights reserved.

Gallo, and Kane (2007). Consumers of online political in-
formation tend to behave similarly, choosing to read blogs
that share their political beliefs, with 26% more users do-
ing so in 2008 than 2004 (Pew Internet and American Life
Project 2008).

In its own right, the formation of online communities is
not necessarily a serious problem. The concern is that when
politically active individuals can avoid people and informa-
tion they would not have chosen in advance, their opinions
are likely to become increasingly extreme as a result of being
exposed to more homogeneous viewpoints and fewer credi-
ble opposing opinions. The implications for the political pro-
cess in this case are clear. A deliberative democracy relies on
a broadly informed public and a healthy ecosystem of com-
peting ideas. If individuals are exposed exclusively to people
or facts that reinforce their pre-existing beliefs, democracy
suffers (Sunstein 2002; 2007).

In this study we examine networks of political commu-
nication on the Twitter microblogging service during the
six weeks prior to the 2010 U.S. midterm elections. Sam-
pling data from the Twitter ‘gardenhose’ API, we identi-
fied 250,000 politically relevant messages (tweets) produced
by more than 45,000 users. From these tweets we isolated
two networks of political communication — the retweet
network, in which users are connected if one has rebroad-
cast content produced by another, and the mention network,
where users are connected if one has mentioned another in a
post, including the case of tweet replies.

We demonstrate that the retweet network exhibits a highly
modular structure, segregating users into two homogenous
communities corresponding to the political left and right. In
contrast, we find that the mention network does not exhibit
this kind of political segregation, resulting in users being ex-
posed to individuals and information they would not have
been likely to choose in advance.

Finally, we provide evidence that these network structures
result in part from politically motivated individuals annotat-
ing tweets with multiple hashtags whose primary audiences
consist of ideologically-opposed users, a behavior also doc-
umented in the work of Yardi and boyd (2010). We argue
that this process results in users being exposed to content
they are not likely to rebroadcast, but to which they may
respond using mentions, and provide statistical evidence in
support of this hypothesis.
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“We demonstrate that the network of political retweets exhibits a highly 
segregated partisan structure, with extremely limited connectivity between 
left- and right-leaning users.”

“Surprisingly this is not the case for the user-to-user mention network, which 
is dominated by a single politically heterogeneous cluster of users in which 
ideologically-opposed individuals interact at a much higher rate compared to 
the network of retweets.”

“To explain the distinct topologies of the retweet and mention networks we 
conjecture that politically motivated individuals provoke interaction by 
injecting partisan content into information streams whose primary audience 
consists of ideologically-opposed users”

Table 7: Hashtags in tweets by users across the political spectrum, grouped by valence quintiles.
Far Left Moderate Left Center Moderate Right Far Right
#healthcare

#judaism #hollywood

#2010elections

#capitalism #recession

#security #dreamact

#publicoption

#topprogs

#aarp #women

#citizensunited

#democratic

#banksters #energy

#sarahpalin

#progressives

#stopbeck #iraq

#democrats #social

#seniors #dnc

#budget #political

#goproud #christian

#media #nobel

#rangel #waste

#saveamerica

#american #gold

#repeal #mexico

#terrorism #gopleader

#palin12

#912project #twisters

#gop2112 #israel

#foxnews #mediabias

#constitution

#patriots #rednov

#abortion
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Figure 3: Proportion of mentions a user sends and receives
to and from ideologically-opposed users relative to her va-
lence. Points represent binned averages. Error bars denote
95% confidence intervals.

from the far left to the far right, where valence is computed
only for hashtags produced by manually-annotated users.

If hashtag-based content injection is related to the com-
paratively high levels of cross-ideological communication
observed in the mention network, we expect users who use
hashtags in this way to receive proportionally more men-
tions from users with opposing political views. Using com-
munity identities in the retweet network as a proxy for politi-
cal alignment, we plot in Figure 3 the average proportions of
mentions users receive from and direct toward members of
the other community versus the mean valence of all tags pro-
duced by those users. A key finding of this study, these re-
sults indicate that users contributing to a politically balanced
combination of content streams on average receive and pro-
duce more inter-ideological communication than those who
use mostly partisan hashtags. Moreover, Table 6 shows that
the most popular hashtags do not have neutral valence, rul-
ing out that neutral-valence users are simply using the most
popular hashtags.

5 Conclusions
In this study we have demonstrated that the two major mech-
anisms for public political interaction on Twitter — men-
tions and retweets — induce distinct network topologies.
The retweet network is highly polarized, while the mention
network is not. To explain these observations we highlight

the role of hashtags in exposing users to content they would
not likely choose in advance. Specifically, users who apply
hashtags with neutral or mixed valence are more likely to
engage in communication with opposing communities.

Although our findings could be interpreted as encouraging
evidence of cross-ideological political discourse, we empha-
size that these interactions are almost certainly not a panacea
for the problem of political polarization. While we know
for certain that ideologically-opposed users interact with
one another, either through mentions or content injection,
they very rarely share information from across the divide
with other members of their community. It is possible that
these users are unswayed by opposing arguments and facts,
or that the social pressures that lead to group polarization
are too strong for most users to overcome (Sunstein 2002).
Whatever the case, political segregation, as manifested in the
topology of the retweet network, persists in spite of substan-
tial cross-ideological interaction.

Qualitatively speaking, our experience with this body of
data suggests that the content of political discourse on Twit-
ter remains highly partisan. Many messages contain senti-
ments more extreme than you would expect to encounter in
face-to-face interactions, and the content is frequently dis-
paraging of the identities and views associated with users
across the partisan divide. If Yardi and boyd (2010) are cor-
rect, and our experience suggests this may be the case, these
interactions might actually serve to exacerbate the problem
of polarization by reinforcing pre-existing political biases.
Further study of the content of inter-ideological communi-
cation, including sentiment analysis, as well as studies of
network topology that include the follower network, could
help to illuminate this issue.

The fractured nature of political discourse seems to be
worsening, and understanding the social and technological
dynamics underlying this trend will be essential to atten-
uating its effect on the public sphere. We have released a
public dataset based on the information accumulated dur-
ing the course of this study, in hopes that it will help others
explore the role of technologically-mediated political inter-
action in deliberative democracy. The dataset is available at
cnets.indiana.edu/groups/nan/truthy.
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WWW 2011 – Session: Diffusion March 28–April 1, 2011, Hyderabad, India

700

0 1 2 3 4 5 6 7
0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

K

P

(a) Celebrity

0 2 4 6 8 10 12
0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

K

P

(b) Sports

0 2 4 6 8 10 12
0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

K

P

(c) Music

0 5 10 15 20 25 30
0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

K

P

(d) Technology

0 5 10 15 20 25 30
0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

K
P

(e) Idioms

0 5 10 15 20 25
0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

K

P

(f) Political

0 2 4 6 8 10 12 14
0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

K

P

(g) Movies

0 0.5 1 1.5 2 2.5 3
0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

K

P

(h) Games

Figure 4: Point-wise average influence curves. The blue line is the average of all the influence curves, the red line is the average for
the set of hashtags of the particular topic, and the green lines indicate the interval where the red line is expected to be if the hashtags
were chosen at random.

WWW 2011 – Session: Diffusion March 28–April 1, 2011, Hyderabad, India

700



Diffusion observation
…with respect to 
community structure

meme adoption within communities if the meme spreads like a
complex contagion. To gauge this effect, we introduce four
baseline models. The random sampling model (M1) assumes equal
adoption probability for everyone, ignoring network topology and all
activity. The simple cascade model (M2) simulates the spreading of
simple contagions43. The social reinforcement model (M3) employs a
simple social reinforcement mechanism in addition to considering
the network structure. In the homophily model (M4), users prefer to
adopt the same ideas that are adopted by others in the same
community. The simulation mechanisms of the four baseline
models are summarized in Table 1.

We estimate the trapping effects on memes by comparing the
empirical data with these models. Note that we only focus on new
memes (see definition in Methods). Let us define the concentration
of a meme h based on the proportions of tweets in each community.
The usage-dominant community ct(h) is the community generating
most tweets with h. The usage dominance of h, r(h), is the proportion
of tweets produced in the dominant community ct(h) out of the total
number of tweets T(h) containing the meme. We also compute the
usage entropy Ht(h) based on how tweets containing h are distributed
across different communities. The relative usage dominance
r hð Þ=rM1 hð Þ and entropy Ht hð Þ

.
Ht

M1
hð Þ are calculated using M1

as baseline. Analogous concentration measures can be defined based
on users. Let g(h) be the adoption dominance of h, i.e., the proportion
of the U(h) adopters in the community with most adopters. The
adoption entropy Hu(h) is computed based on how adopters of h
are allocated across communities. The higher the dominance or
the lower the entropy, the stronger the concentration of the meme.
All measures are computed only based on tweets containing each
meme in its early stage (first 50 tweets) to avoid any bias from the
meme’s popularity.

Figures 3(A–D) demonstrate that non-viral memes exhibit con-
centration similar to (or stronger than) baselines M3 or M4, suggest-
ing that these memes tend to spread like complex contagions. Note
that models M2, M3, and M4 produce stronger concentration than
random sampling (M1), because M2 incorporates the structural trap-
ping effect in simple cascades, M3 considers both structural trapping
and social reinforcement, and M4 captures both structural trapping
and homophily.

Do all memes spread like complex contagions? While the majority
of memes are not viral, viral memes are adopted differently. Their
concentration in the empirical data is the same as that of the simple
cascade model M2 (see the gray areas in Fig. 3(A–D)); community
structure does not seem to trap successful memes as much as others.
These memes spread like simple contagions, permeating through
many communities.

Strength of social reinforcement. To further distinguish viral
memes from others in terms of types of contagion, let us explicitly
estimate the strength of social reinforcement. For a given meme h, we
count the number of exposures that each adopter has experienced
before the adoption and compute the average exposures across all
adopters, representing the strength of social reinforcement on h,
labelled as N(h). The exposures can be measured in terms of tweets
Nt(h) or users Nu(h). We compute relative average exposures,
N hð Þ=NM1 hð Þ, using only tweets at the early stages (first 50 tweets).
If this quantity is large, adoptions are more likely to happen with
multiple social reinforcement and thus the meme spreads like a
complex contagion. As shown in Fig. 3(E–F), viral memes require
as little reinforcement as the simple cascade model M2, while non-
viral memes need as many exposures as M3 or M4. We arrive at the
same conclusion: viral memes spread like simple contagions rather
than like complex ones.

Prediction. The above findings imply an intriguing possibility: high
concentration of a meme would hint that the meme is only interest-
ing to certain communities, while weak concentration would imply a
universal appeal and therefore might be used to predict the virality of
the meme. To illustrate this intuition about the predictive power of
the community structure, we show in Fig. 4 how the diffusion pattern
of a viral meme differs from that of a non-viral one, when analyzed
through the lens of community concentration.

Let us therefore apply a machine learning technique, the random
forests classification algorithm, to predict meme virality based on
community concentration in the early diffusion stage. We employ
two basic statistics based on early popularity and three types of
community-based features in the prediction model, listed below.

1. Basic features based on early popularity. Two basic statistical
features are included in the prediction model. The number of
early adopters is the number of distinct users who generated the
earliest tweets. The number of uninfected neighbors of early
adopters characterizes the set of users who can adopt the meme
during the next step.

2. Infected communities. The simplest feature related to com-
munities is the number of infected communities, i.e., the num-
ber of communities containing early adopters.

3. Usage and adoption entropy. Ht(h) and Hu(h) are good indi-
cators of the strength of meme concentration, as shown in
Fig. 3.

4. Fraction of intra-community user interactions. We count
pair-wise user interactions about any given meme, and cal-
culate the proportion that occur between people in the same
community.

Table 1 | Baseline models for information diffusion

Community effects

Simulation implementationNetwork Reinforcement Homophily

M1 For a given hashtag h, M1 randomly samples the same number of tweets or users as in
the real data.

M2 3 M2 takes the network structure into account while neglecting social reinforcement
and homophily. M2 starts with a random seed user. At each step, with probability p,
an infected node is randomly selected and one of its neighbors adopts the meme, or
with probability 1 2 p, the process restarts from a new seed user (p 5 0.85).

M3 3 3 The cascade in M3 is generated similarly to M2 but at each step the user with the
maximum number of infected neighbors adopts the meme.

M4 3 3 In M4, the simple cascading process is simulated in the same way as in M2 but subject
to the constraint that at each step, only neighbors in the same community have a
chance to adopt the meme.
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simple social reinforcement mechanism in addition to considering
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community. The simulation mechanisms of the four baseline
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memes (see definition in Methods). Let us define the concentration
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most tweets with h. The usage dominance of h, r(h), is the proportion
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as baseline. Analogous concentration measures can be defined based
on users. Let g(h) be the adoption dominance of h, i.e., the proportion
of the U(h) adopters in the community with most adopters. The
adoption entropy Hu(h) is computed based on how adopters of h
are allocated across communities. The higher the dominance or
the lower the entropy, the stronger the concentration of the meme.
All measures are computed only based on tweets containing each
meme in its early stage (first 50 tweets) to avoid any bias from the
meme’s popularity.

Figures 3(A–D) demonstrate that non-viral memes exhibit con-
centration similar to (or stronger than) baselines M3 or M4, suggest-
ing that these memes tend to spread like complex contagions. Note
that models M2, M3, and M4 produce stronger concentration than
random sampling (M1), because M2 incorporates the structural trap-
ping effect in simple cascades, M3 considers both structural trapping
and social reinforcement, and M4 captures both structural trapping
and homophily.

Do all memes spread like complex contagions? While the majority
of memes are not viral, viral memes are adopted differently. Their
concentration in the empirical data is the same as that of the simple
cascade model M2 (see the gray areas in Fig. 3(A–D)); community
structure does not seem to trap successful memes as much as others.
These memes spread like simple contagions, permeating through
many communities.

Strength of social reinforcement. To further distinguish viral
memes from others in terms of types of contagion, let us explicitly
estimate the strength of social reinforcement. For a given meme h, we
count the number of exposures that each adopter has experienced
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adopters, representing the strength of social reinforcement on h,
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as little reinforcement as the simple cascade model M2, while non-
viral memes need as many exposures as M3 or M4. We arrive at the
same conclusion: viral memes spread like simple contagions rather
than like complex ones.

Prediction. The above findings imply an intriguing possibility: high
concentration of a meme would hint that the meme is only interest-
ing to certain communities, while weak concentration would imply a
universal appeal and therefore might be used to predict the virality of
the meme. To illustrate this intuition about the predictive power of
the community structure, we show in Fig. 4 how the diffusion pattern
of a viral meme differs from that of a non-viral one, when analyzed
through the lens of community concentration.

Let us therefore apply a machine learning technique, the random
forests classification algorithm, to predict meme virality based on
community concentration in the early diffusion stage. We employ
two basic statistics based on early popularity and three types of
community-based features in the prediction model, listed below.

1. Basic features based on early popularity. Two basic statistical
features are included in the prediction model. The number of
early adopters is the number of distinct users who generated the
earliest tweets. The number of uninfected neighbors of early
adopters characterizes the set of users who can adopt the meme
during the next step.

2. Infected communities. The simplest feature related to com-
munities is the number of infected communities, i.e., the num-
ber of communities containing early adopters.

3. Usage and adoption entropy. Ht(h) and Hu(h) are good indi-
cators of the strength of meme concentration, as shown in
Fig. 3.

4. Fraction of intra-community user interactions. We count
pair-wise user interactions about any given meme, and cal-
culate the proportion that occur between people in the same
community.
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M1 For a given hashtag h, M1 randomly samples the same number of tweets or users as in
the real data.

M2 3 M2 takes the network structure into account while neglecting social reinforcement
and homophily. M2 starts with a random seed user. At each step, with probability p,
an infected node is randomly selected and one of its neighbors adopts the meme, or
with probability 1 2 p, the process restarts from a new seed user (p 5 0.85).

M3 3 3 The cascade in M3 is generated similarly to M2 but at each step the user with the
maximum number of infected neighbors adopts the meme.

M4 3 3 In M4, the simple cascading process is simulated in the same way as in M2 but subject
to the constraint that at each step, only neighbors in the same community have a
chance to adopt the meme.
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difficult41,42, and we interpret complex contagion broadly to include
homophily; we focus on how both social reinforcement and homo-
phily effects collectively boost the trapping of memes within dense
communities, not on the distinctions between them.

To examine and quantify the spreading patterns of memes, we
analyze a dataset collected from Twitter, a micro-blogging platform
that allows millions of people to broadcast short messages (‘tweets’).
People can ‘follow’ others to receive their messages, forward
(‘retweet’ or ‘‘RT’’ in short) tweets to their own followers, or mention
(‘@’ in short) others in tweets. People often label tweets with topical
keywords (‘hashtags’). We consider each hashtag as a meme.

Results
Communities and communication volume. Do memes spread like
complex contagions in general? If social reinforcement and
homophily significantly influence the spread of memes, we expect
more communication within than across communities. Let us define
the weight w of an edge by the frequency of communication between
the users connected by the edge. Nodes are partitioned into dense
communities based on the structure of the network, but without
knowledge of the weights (see Methods). For each community c,
the average edge weights of intra- and inter-community links,
Æw æc and Æw æc, quantify how much information flows within
and across communities, respectively. We measure weights by
aggregating all the meme spreading events in our data. If memes
spread obliviously to community structure, like simple contagions,
we would expect no difference between intra- and inter-community
links. By contrast, we observe that the intra-community links carry

more messages (Fig. 2(A)). Similar results have been reported from
other datasets35,37. In addition, by defining the focus of an individual
as the fraction of activity that is directed to each neighbor in the same
community, f , or in different communities, f , we find that people
interact more with members of the same community (Fig. 2(B)). All
the results are statistically significant (p=0:001) and robust across
community detection methods (see Supplementary Information for
additional details).

Meme concentration in communities. These results suggest that
communities strongly trap communication. To quantify this effect
for individual memes, let us define the concentration of a meme in
communities. We expect more concentrated communication and

Figure 1 | The importance of community structure in the spreading of social contagions. (A) Structural trapping: dense communities with few outgoing
links naturally trap information flow. (B) Social reinforcement: people who have adopted a meme (black nodes) trigger multiple exposures to others (red
nodes). In the presence of high clustering, any additional adoption is likely to produce more multiple exposures than in the case of low clustering,
inducing cascades of additional adoptions. (C) Homophily: people in the same community (same color nodes) are more likely to be similar and to adopt
the same ideas. (D) Diffusion structure based on retweets among Twitter users sharing the hashtag #USA. Blue nodes represent English users and red
nodes are Arabic users. Node size and link weight are proportional to retweet activity. (E) Community structure among Twitter users sharing the hashtags
#BBC and #FoxNews. Blue nodes represent #BBC users, red nodes are #FoxNews users, and users who have used both hashtags are green. Node size is
proportional to usage (tweet) activity, links represent mutual following relations.

Figure 2 | Meme concentration in communities. We measure weights
and focus in terms of retweets (RT) or mentions (@). We show (A)
community edge weight and (B) user community focus using box plots. Boxes
cover 50% of data and whisker cover 95%. The line and triangle in a box
represent the median and mean, respectively.
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meme adoption within communities if the meme spreads like a
complex contagion. To gauge this effect, we introduce four
baseline models. The random sampling model (M1) assumes equal
adoption probability for everyone, ignoring network topology and all
activity. The simple cascade model (M2) simulates the spreading of
simple contagions43. The social reinforcement model (M3) employs a
simple social reinforcement mechanism in addition to considering
the network structure. In the homophily model (M4), users prefer to
adopt the same ideas that are adopted by others in the same
community. The simulation mechanisms of the four baseline
models are summarized in Table 1.

We estimate the trapping effects on memes by comparing the
empirical data with these models. Note that we only focus on new
memes (see definition in Methods). Let us define the concentration
of a meme h based on the proportions of tweets in each community.
The usage-dominant community ct(h) is the community generating
most tweets with h. The usage dominance of h, r(h), is the proportion
of tweets produced in the dominant community ct(h) out of the total
number of tweets T(h) containing the meme. We also compute the
usage entropy Ht(h) based on how tweets containing h are distributed
across different communities. The relative usage dominance
r hð Þ=rM1 hð Þ and entropy Ht hð Þ

.
Ht

M1
hð Þ are calculated using M1

as baseline. Analogous concentration measures can be defined based
on users. Let g(h) be the adoption dominance of h, i.e., the proportion
of the U(h) adopters in the community with most adopters. The
adoption entropy Hu(h) is computed based on how adopters of h
are allocated across communities. The higher the dominance or
the lower the entropy, the stronger the concentration of the meme.
All measures are computed only based on tweets containing each
meme in its early stage (first 50 tweets) to avoid any bias from the
meme’s popularity.

Figures 3(A–D) demonstrate that non-viral memes exhibit con-
centration similar to (or stronger than) baselines M3 or M4, suggest-
ing that these memes tend to spread like complex contagions. Note
that models M2, M3, and M4 produce stronger concentration than
random sampling (M1), because M2 incorporates the structural trap-
ping effect in simple cascades, M3 considers both structural trapping
and social reinforcement, and M4 captures both structural trapping
and homophily.

Do all memes spread like complex contagions? While the majority
of memes are not viral, viral memes are adopted differently. Their
concentration in the empirical data is the same as that of the simple
cascade model M2 (see the gray areas in Fig. 3(A–D)); community
structure does not seem to trap successful memes as much as others.
These memes spread like simple contagions, permeating through
many communities.

Strength of social reinforcement. To further distinguish viral
memes from others in terms of types of contagion, let us explicitly
estimate the strength of social reinforcement. For a given meme h, we
count the number of exposures that each adopter has experienced
before the adoption and compute the average exposures across all
adopters, representing the strength of social reinforcement on h,
labelled as N(h). The exposures can be measured in terms of tweets
Nt(h) or users Nu(h). We compute relative average exposures,
N hð Þ=NM1 hð Þ, using only tweets at the early stages (first 50 tweets).
If this quantity is large, adoptions are more likely to happen with
multiple social reinforcement and thus the meme spreads like a
complex contagion. As shown in Fig. 3(E–F), viral memes require
as little reinforcement as the simple cascade model M2, while non-
viral memes need as many exposures as M3 or M4. We arrive at the
same conclusion: viral memes spread like simple contagions rather
than like complex ones.

Prediction. The above findings imply an intriguing possibility: high
concentration of a meme would hint that the meme is only interest-
ing to certain communities, while weak concentration would imply a
universal appeal and therefore might be used to predict the virality of
the meme. To illustrate this intuition about the predictive power of
the community structure, we show in Fig. 4 how the diffusion pattern
of a viral meme differs from that of a non-viral one, when analyzed
through the lens of community concentration.

Let us therefore apply a machine learning technique, the random
forests classification algorithm, to predict meme virality based on
community concentration in the early diffusion stage. We employ
two basic statistics based on early popularity and three types of
community-based features in the prediction model, listed below.

1. Basic features based on early popularity. Two basic statistical
features are included in the prediction model. The number of
early adopters is the number of distinct users who generated the
earliest tweets. The number of uninfected neighbors of early
adopters characterizes the set of users who can adopt the meme
during the next step.

2. Infected communities. The simplest feature related to com-
munities is the number of infected communities, i.e., the num-
ber of communities containing early adopters.

3. Usage and adoption entropy. Ht(h) and Hu(h) are good indi-
cators of the strength of meme concentration, as shown in
Fig. 3.

4. Fraction of intra-community user interactions. We count
pair-wise user interactions about any given meme, and cal-
culate the proportion that occur between people in the same
community.

Table 1 | Baseline models for information diffusion

Community effects

Simulation implementationNetwork Reinforcement Homophily

M1 For a given hashtag h, M1 randomly samples the same number of tweets or users as in
the real data.

M2 3 M2 takes the network structure into account while neglecting social reinforcement
and homophily. M2 starts with a random seed user. At each step, with probability p,
an infected node is randomly selected and one of its neighbors adopts the meme, or
with probability 1 2 p, the process restarts from a new seed user (p 5 0.85).

M3 3 3 The cascade in M3 is generated similarly to M2 but at each step the user with the
maximum number of infected neighbors adopts the meme.

M4 3 3 In M4, the simple cascading process is simulated in the same way as in M2 but subject
to the constraint that at each step, only neighbors in the same community have a
chance to adopt the meme.
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number of tweets T(h) containing the meme. We also compute the
usage entropy Ht(h) based on how tweets containing h are distributed
across different communities. The relative usage dominance
r hð Þ=rM1 hð Þ and entropy Ht hð Þ

.
Ht

M1
hð Þ are calculated using M1

as baseline. Analogous concentration measures can be defined based
on users. Let g(h) be the adoption dominance of h, i.e., the proportion
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adoption entropy Hu(h) is computed based on how adopters of h
are allocated across communities. The higher the dominance or
the lower the entropy, the stronger the concentration of the meme.
All measures are computed only based on tweets containing each
meme in its early stage (first 50 tweets) to avoid any bias from the
meme’s popularity.
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ing that these memes tend to spread like complex contagions. Note
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random sampling (M1), because M2 incorporates the structural trap-
ping effect in simple cascades, M3 considers both structural trapping
and social reinforcement, and M4 captures both structural trapping
and homophily.
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of memes are not viral, viral memes are adopted differently. Their
concentration in the empirical data is the same as that of the simple
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structure does not seem to trap successful memes as much as others.
These memes spread like simple contagions, permeating through
many communities.

Strength of social reinforcement. To further distinguish viral
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estimate the strength of social reinforcement. For a given meme h, we
count the number of exposures that each adopter has experienced
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adopters, representing the strength of social reinforcement on h,
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Table 1 | Baseline models for information diffusion

Community effects

Simulation implementationNetwork Reinforcement Homophily

M1 For a given hashtag h, M1 randomly samples the same number of tweets or users as in
the real data.

M2 3 M2 takes the network structure into account while neglecting social reinforcement
and homophily. M2 starts with a random seed user. At each step, with probability p,
an infected node is randomly selected and one of its neighbors adopts the meme, or
with probability 1 2 p, the process restarts from a new seed user (p 5 0.85).

M3 3 3 The cascade in M3 is generated similarly to M2 but at each step the user with the
maximum number of infected neighbors adopts the meme.

M4 3 3 In M4, the simple cascading process is simulated in the same way as in M2 but subject
to the constraint that at each step, only neighbors in the same community have a
chance to adopt the meme.
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difficult41,42, and we interpret complex contagion broadly to include
homophily; we focus on how both social reinforcement and homo-
phily effects collectively boost the trapping of memes within dense
communities, not on the distinctions between them.

To examine and quantify the spreading patterns of memes, we
analyze a dataset collected from Twitter, a micro-blogging platform
that allows millions of people to broadcast short messages (‘tweets’).
People can ‘follow’ others to receive their messages, forward
(‘retweet’ or ‘‘RT’’ in short) tweets to their own followers, or mention
(‘@’ in short) others in tweets. People often label tweets with topical
keywords (‘hashtags’). We consider each hashtag as a meme.

Results
Communities and communication volume. Do memes spread like
complex contagions in general? If social reinforcement and
homophily significantly influence the spread of memes, we expect
more communication within than across communities. Let us define
the weight w of an edge by the frequency of communication between
the users connected by the edge. Nodes are partitioned into dense
communities based on the structure of the network, but without
knowledge of the weights (see Methods). For each community c,
the average edge weights of intra- and inter-community links,
Æw æc and Æw æc, quantify how much information flows within
and across communities, respectively. We measure weights by
aggregating all the meme spreading events in our data. If memes
spread obliviously to community structure, like simple contagions,
we would expect no difference between intra- and inter-community
links. By contrast, we observe that the intra-community links carry

more messages (Fig. 2(A)). Similar results have been reported from
other datasets35,37. In addition, by defining the focus of an individual
as the fraction of activity that is directed to each neighbor in the same
community, f , or in different communities, f , we find that people
interact more with members of the same community (Fig. 2(B)). All
the results are statistically significant (p=0:001) and robust across
community detection methods (see Supplementary Information for
additional details).

Meme concentration in communities. These results suggest that
communities strongly trap communication. To quantify this effect
for individual memes, let us define the concentration of a meme in
communities. We expect more concentrated communication and

Figure 1 | The importance of community structure in the spreading of social contagions. (A) Structural trapping: dense communities with few outgoing
links naturally trap information flow. (B) Social reinforcement: people who have adopted a meme (black nodes) trigger multiple exposures to others (red
nodes). In the presence of high clustering, any additional adoption is likely to produce more multiple exposures than in the case of low clustering,
inducing cascades of additional adoptions. (C) Homophily: people in the same community (same color nodes) are more likely to be similar and to adopt
the same ideas. (D) Diffusion structure based on retweets among Twitter users sharing the hashtag #USA. Blue nodes represent English users and red
nodes are Arabic users. Node size and link weight are proportional to retweet activity. (E) Community structure among Twitter users sharing the hashtags
#BBC and #FoxNews. Blue nodes represent #BBC users, red nodes are #FoxNews users, and users who have used both hashtags are green. Node size is
proportional to usage (tweet) activity, links represent mutual following relations.

Figure 2 | Meme concentration in communities. We measure weights
and focus in terms of retweets (RT) or mentions (@). We show (A)
community edge weight and (B) user community focus using box plots. Boxes
cover 50% of data and whisker cover 95%. The line and triangle in a box
represent the median and mean, respectively.
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#BBC and #FoxNews. Blue nodes represent #BBC users, red nodes are #FoxNews users, and users who have used both hashtags are green. Node size is
proportional to usage (tweet) activity, links represent mutual following relations.

Figure 2 | Meme concentration in communities. We measure weights
and focus in terms of retweets (RT) or mentions (@). We show (A)
community edge weight and (B) user community focus using box plots. Boxes
cover 50% of data and whisker cover 95%. The line and triangle in a box
represent the median and mean, respectively.
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Europäische Netzwerke 

Die Netzöffentlichkeit Europas ist ebenso nach 
Sprach- und Landesgrenzen fragmentiert wie 
die traditionelle. Das gilt vor allem für die 
 Netzwerke der populistischen Parteien. Deren 
prominente Führungsfiguren haben sich zwar 
in den vergangenen Monaten in den Medien 
gehalten mit Reisen, Treffen und Kooperations- 
absichten, unsere Karten aber zeigen, dass es 
keinerlei Austausch, keine Verbindungen zwi-
schen diesen Parteien gibt (siehe Grafik oben). 
Zwar haben wir insgesamt 988 europaskepti-
sche Internetseiten in den untersuchten Län-
dern identifizieren können, aber unter diesen 
988 konnten wir nur vier Verknüpfungen finden. 
Die italienische Aktivisten-Seite bastaeuro.it 
bezieht sich einmal auf den französischen 
Front National, einmal auf die niederländische 
Partei der Freiheit. Und die britische UKIP 
wird zweimal auf französischen Debattensei-
ten zitiert (La lettre volée und Decapt’actu: Ers-
tes ist ein Blog, zweites eine Nachrichtenseite). 
Es gibt also kein paneuropäisches Netzwerk 
der antieuropäischen Populisten in Internet, es 
gibt keine zentrale Austauschstelle oder Ideen- 
werkstatt. Überraschender vielleicht noch ist 

festzustellen, wie isoliert die Bewegungen 
nicht nur auf der euro päischen Bühne, sondern 
auch in ihren nationalen Räumen sind. Selbst 
Parteien wie der französische Front National, 
die schon lange bestehen und deren Vertreter 
sich in ihren Ländern zu Meinungsführern der 
Europaphobie aufgeschwungen haben, finden 
kaum Anerkennung durch Verknüpfung. Es 
mag richtig sein, dass 23 Prozent der franzö-
sischen Jugendlichen sich mittlerweile vorstel-
len könnten, FN zu wählen, und dass Marine 
Le Pen Stammgast in Radio- und Fernseh- 
sendungen ist, das heißt aber keineswegs, 
dass sich auf den politischen Internetseiten 
Frankreichs auf sie bezogen wird, dass sie die 
Online-Debatte anführt oder dass die Seiten 
ihrer Partei oder die ihrer Vertreter und Sym-
pathisanten verknüpft werden. 

Das Netz der Pro-Europäer ist nicht nur nume-
risch stärker (658 versus 251 Seiten in Frankreich 
und Deutschland zusammen). Es ist auch stark 
miteinander verknüpft. Das zeigt, dass nicht 
nur Verbindungen bestehen, sondern auch 
der Austausch zwischen den Pro-Europäern 
funktioniert. Sie formen ein europaweites Netz-
werk, in dem Ideen, Meinungen, Konzepte und 

Quelle: linkfluence

1.638 europapolitische Internetseiten 
In Deutschland und Frankreich mit pro- und antieuropäischen Inhalten; 
in Großbritannien, den Niederlanden, Italien und Polen mit antieuropäischen Inhalten 
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73 Prozent der Bevölkerung der Europäischen Union nutzten 2013 das 
Internet. Tendenz steigend. Kurz vor der Europawahl wollten wir daher 
wissen: Wie präsent und aktiv sind die antieuropäischen Populisten im 
Internet? Resultat: Die Anti-Europäer sind isoliert und zersplittert. Es 
gibt aber eine lebendige pro-europäische Netzöffentlichkeit. Nur zivilgesell - 
schaftliche Initiativen brauchen noch mehr Unterstützung.

Da sich immer mehr Menschen von traditio-
nellen Wahlmustern lösen und sich kurzfristig 
entschließen, welcher Partei sie ihre Stimme 
bei der Europawahl 2014 geben, gewinnen zwei 
Faktoren an Bedeutung: Der Endspurt der Kandi - 
daten und der Ort, an dem er stattfindet. Dabei 
wird das Internet als Informations quelle immer 
wichtiger. Wenn man davon ausgeht, dass 
populistische Parteien und Bewegungen weni-
ger Zugang zu den klassischen Medien haben, 
könnte man annehmen, dass sie aktiver das 
Internet nutzen, um ihre Botschaft zu verbreiten. 
Ist das der Fall? Und eint sie das gemeinsame 
Feindbild vielleicht so sehr, dass sie sich verbün-
den? In ihren Ländern und über Landesgren-
zen hinweg? Welche Rolle nehmen sie in ihren  

„nationalen“ Online-Debatten ein? Sind sie dort 
– im Gegensatz zu den klassischen Medien –  
zentrale Akteure? Und deshalb Meinungsführer? 

Um diese Fragen zu beantworten haben wir 
eine Art Kernspintomographie des Internets 
erstellen lassen. Diese Karten zeigen uns, 
was normalerweise nicht sichtbar ist, nämlich 
den Teil des Internets, der populistische und 
antieuropäische Inhalte verbreitet und die  
Dynamik des Austauschs zwischen den ein-
zelnen Seiten, Blogs, Foren etc. Indem wir ihre 
Verknüpfungen und Interaktionen gemes-
sen und visualisiert haben, können wir uns 
ein Bild machen, wer mit wem spricht, wer 
die Debatte treibt, wo sie stattfindet und wie 
isoliert oder integriert die Akteure sind. Wir 
haben die Netzwerke deutscher, französischer, 
britischer, niederländischer, italienischer und 
polnischer Anti-Europäer analysiert. Und 
um Vergleichsdaten zu haben, haben wir für 
Deutschland und Frankreich auch das Netz-
werk der Pro-Europäer gescannt.
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könnte man annehmen, dass sie aktiver das 
Internet nutzen, um ihre Botschaft zu verbreiten. 
Ist das der Fall? Und eint sie das gemeinsame 
Feindbild vielleicht so sehr, dass sie sich verbün-
den? In ihren Ländern und über Landesgren-
zen hinweg? Welche Rolle nehmen sie in ihren  

„nationalen“ Online-Debatten ein? Sind sie dort 
– im Gegensatz zu den klassischen Medien –  
zentrale Akteure? Und deshalb Meinungsführer? 

Um diese Fragen zu beantworten haben wir 
eine Art Kernspintomographie des Internets 
erstellen lassen. Diese Karten zeigen uns, 
was normalerweise nicht sichtbar ist, nämlich 
den Teil des Internets, der populistische und 
antieuropäische Inhalte verbreitet und die  
Dynamik des Austauschs zwischen den ein-
zelnen Seiten, Blogs, Foren etc. Indem wir ihre 
Verknüpfungen und Interaktionen gemes-
sen und visualisiert haben, können wir uns 
ein Bild machen, wer mit wem spricht, wer 
die Debatte treibt, wo sie stattfindet und wie 
isoliert oder integriert die Akteure sind. Wir 
haben die Netzwerke deutscher, französischer, 
britischer, niederländischer, italienischer und 
polnischer Anti-Europäer analysiert. Und 
um Vergleichsdaten zu haben, haben wir für 
Deutschland und Frankreich auch das Netz-
werk der Pro-Europäer gescannt.
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Informationen gehandelt werden und damit 
bilden sie für sich auch gemeinsame Weltan-
schauungen, selbst wenn diese sich entlang  
traditioneller Konfliktlinien organisieren. Die 
Karten zeigen sehr deutlich, dass es eine 
lebendige europäische Netzöffentlichkeit gibt. 
Dies ist ein entscheidender Faktor. Nicht nur 
für jene, die sich schon in diesem Netzwerk 
bewegen, sondern auch für jene, die sich im 
Internet über europäische Politik informieren 
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wollen. Grad der Verknüpfung und Höhe des 
Austauschs beeinflussen nämlich wesentlich 
die Relevanz, die ihnen Suchmaschinen zutei-
len und steigert damit signifikant Sichtbarkeit 
und Erreichbarkeit der Seiten.

Geradezu dramatisch allerdings ist die Abwe-
senheit der Zivilgesellschaft. Parteien und Insti - 
tutionen dominieren das Netz. Hier besteht 
dringender Handlungsbedarf.
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An analysis of links among U.S. weblogs is done to examine the interpersonal social network and social connections among U.S.
cities. Drawing 4,241 weblogs from the NITLE census dataset that are identified as being located in the United States, this
project extracts the outward links of these weblogs and uses them to analyze the relationship between cities. A total of 632 U.S.
city/region units, represented by the first three-digits of US postal codes, are taken as nodes of the network. In total, 41,212
permanent links from blogs of each of the city units are counted as weighted arcs in the network. Inlinks and outlinks of each
city unit are recorded for analysis. The study finds that the city units whose bloggers attract most inlinks are Manhattan, San
Francisco and Bay Area, Washington, D.C. and its western suburbs, Boston and its suburbs, Los Angeles and Seattle. The
study discovers a super-metropolitan cluster, transcending geographical boundaries, within which the cities traditionally
associated with cultural elites are closely connected. For other less metropolitan areas, blogs are most heavily connected at a
geographically local level, and then extend to a national network. 

INTRODUCTION
Weblogs, or blogs, are self-published websites that have bur-
geoned since the late 1990s and by December of 2004, the
number of blogs had grown to 7 million (Technorati.com).
Spontaneous, self-reported expressions made conveniently
available online priovede great opportunities for social-science
research. The blogosphere, the totality of interconnected blogs,
provides two layers of information: content and relationships.
Writings in weblog entries archive people’s everyday exper-
ience, while hyperlinks among individual blogs trace some form
of social structure. Bloggers are not only noting down their
experiences and thoughts, but also trying to reach out to broad-
er audiences, share opinions and to manage their personal
knowledge base. 

The digital revolution has profoundly redefined the dynamics
between space and place. Though people may remain physically
stationary, their identity, social capital, and flows of communi-
cation often exist in a spatial form. On the other hand, what
people bring to online communications is inevitably shaped by
“their gender, stage in life-cycle, cultural milieu, socioeconomic
status, and offline connections with others” (Wellman & Gulia,
1999). While blogging is an on-line activity that transcends
geographical boundaries, the self-images presented to the public
and the hyperlinks used are shaped by who the bloggers are in
real life, including their physical location.

This project explores social connections among American cities
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STRUCTURE OF THE NETWORK AND METHODS OVERVIEW 
 

 
Fig. 1: Map of the Arabic Blogosphere 

 
Adopting similar methods to our study of the Iranian blogosphere, we leveraged content 
analysis of blogs against a large-scale social network analysis of the Arabic language 
blogosphere.9  Figure 1 is a network map of the Arabic blogosphere, in which each dot 
represents a blog.  The size of the dot represents the number of other blogs that link to it, a 
measure of its popularity.  The position of each dot is a function of its links with its 
neighbors.  The diagram is drawn with a Fruchterman-Rheingold ‘physics model’ algorithm.  
Imagine that there is a general force trying to push all blogs away from each other, like a 
                                                 
9John Kelly and Bruce Etling, “Mapping Iran’s Online Public: Politics and Culture in the Persian 
Blogosphere,” Berkman Center Publication No. 2008-01, April 6, 2008, available at 
http://cyber.law.harvard.edu/publications/2008/Mapping_Irans_Online_Public (accessed December 6, 
2008). 
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•links: 
citations (interactional)

•colors:  
co-citation communities (“topical”)

•strong geographic coherence, 
even though national clusters not 
focused on national topics (e.g. 
youth, women’s rights, bloggers’ 
rights, poetry)

• international clusters related to 
international media and 
international political topics 
(including islam)
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Social media is international: users from different cultures and language backgrounds are generating and
sharing content. But language barriers emerge in the communication landscape online. In the quest for
language diversity and universal access, the vision of a cosmopolitan Internet has stumbled over the lan-
guage frontier.

In the microblogging site Twitter, information spreads across languages and countries. Expatriates,
minorities, diaspora communities, and language learners play an important role in forming transnational
networks, creating social ties across borders. This research investigates how multilingual users of Twitter
mediate between language groups in their social network, focusing on social connections and language
choice.

This research contributes an original classification of network types based on the patterns of connec-
tions between language groups within the social networks of multilingual users. Also, it applies the novel
idea of modeling the influence of network factors in the language choices of the user. The results can
inform the design of social media platforms seeking to foster global connectivity and international com-
munication flows.

! 2014 Elsevier Ltd. All rights reserved.

1. Introduction

As the number of Internet users from different parts of the
world grows (International Telecommunication Union, 2011), so
does the use of a wealth of languages online (Pimienta, Prado, &
Blanco, 2009). The Internet is not accessed only through comput-
ers, but also through cellphones and tablets; this trend is enabling
more people in developing countries and speakers of a plethora of
languages to access it (International Telecommunication Union,
2011). Thanks to the increasing language diversity on the Internet,
and support for non-latin scripts, more people can benefit from it
for communicating, learning, making business, and sharing
resources.

However, multilingualism also brings new challenges, like the
segregation of information and communication spheres by lan-
guage, which can hinder the potential of the Internet for discovery,
intercultural dialog, and transnational collaboration. While access
to the Internet and communication flows are greater than ever
before, there is evidence of insularity due to language and national
borders on the Web (Halavais, 2000), and on the blogosphere

(Herring et al., 2007; Hale, 2012). We see a different Internet
depending on the language we use.

Zuckerman (2013) reminded us that technology design—like
urban planing in cities—can create the structure that fosters social
contact, vibrant communities, and discovery. In addition to multi-
lingualism, a truly cosmopolitan Internet requires contact and dia-
log across cultures.

In the past years, social media has emerged as horizontal net-
works of communication, where a complex interplay takes place
between mainstream media, journalists, political actors, grassroots
activists, citizens and technology (Castells, 2007; Lotan et al.,
2011). Social media has enabled valuable social outcomes such as
spontaneous organization during humanitarian crisis (Starbird &
Palen, 2011), public denunciations of human rights violations
(Okolloh, 2009), creation of relevant content for communities that
are underserved in terms of information on the Internet and in
their languages (Ulrich, 2010), and foreign language practice and
participation in transnational interest communities and diaspora
communities (Thorne, Black, & Sykes, 2009).

Many researchers and media outlets are turning their attention
to the microblogging site Twitter. They have realized the potential
of Twitter for spreading information of unfolding events in real-
time across languages and geographic regions (Hong, Convertino,
& Chi, 2011; Lotan et al., 2011). But how are the news traveling
across language borders?
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quence, certain combinations of properties are not possible, there
are no instances in the dataset, and the corresponding codes were
discarded: code 3 (A1, B2, C1), code 4 (A1, B2, C2), code 5 (A1, B3,
C1), and code 6 (A1, B3, C2).

In a subsequent iteration, codes that had very few instances
could be grouped with codes of similar properties: code 2 (A1,
B1, C2) and code 8 (A2, B1, C2) grouped together have 12 net-
works; code 9 (A2, B2, C1) and code 10 (A2, B2, C2) grouped
together have 9 networks; code 11 (A2, B3, C1) and code 12 (A2,
B3, C2) grouped together have 17 networks;

The resulting groups of codes constitute the five categories of
bilingual networks obtained with a qualitative approach. Below,
we define the categories of egocentric networks and Fig. 5 illus-
trates them with examples from the data. Here, bridge is used in
a metaphorical sense.

! Gatekeeper (Fig. 5.1): two language groups connected by a few
nodes only, with properties A1, B1, and C1 (12 networks).

! Language bridge (Fig. 5.2): two tightly connected language
groups, but still separated, with properties A2, B1, and C1 (12
networks).
! Peripheral language (Fig. 5.3): a dominant language group con-

nected to a small or not cohesive language group, with proper-
ties A1 or A2, B1, and C2 (12).
! Union (Fig. 5.4): two tightly connected language groups, where

one language group has been penetrated by the other, with
properties A2, B2, and C1 or C2 (9 networks).
! Integration (Fig. 5.5): one language group inside another with

properties A2, B3, and C1 or C2 (17 networks).

The categories gatekeeper and language bridge present a contin-
uum of increasing connectivity between the two language groups,
where extreme cases could potentially belong to the other cate-
gory. Similarly, the union and integration categories present a con-
tinuum of increasing penetration of one language group within the
other. The implication is that no statistic is going to divide these
categories cleanly. However, the network statistics helped to refine
which networks were in which categories in the extreme cases.

4.2. Network statistics

Similarly to how user types were defined by network structure
by Welser et al. (2007), we created network statistics that can dif-
ferentiate the network types.

First, we tried to convey the qualitative property of degree of
connection between language groups with the cross-language edge
ratio (XLangR). To compute this ratio, we used the total number of
edges in the graph (T), except those linking to nodes with no data

Table 1
Properties of bilingual networks observed in the visualizations.

Properties

(A) Degree of connection between language groups (A1) Few connections
(A2) Tightly connected

(B) Degree of integration of one language group (B1) Separated
inside another (B2) Partial integration

(B3) Complete
integration

(C) Relative size of one language group respect to (C1) Similar size
the other (C2) Very different size

(1) (2)

(3) (4) (5)

Fig. 5. Networks of five multilingual Twitter users exemplifying the network types. The nodes are their contacts and the edges represent the ‘‘follower/following’’
relationship. Pink nodes post in English and yellow/white is used for nodes with no data. (1) The gatekeeper type; there is a French group on the right side (green) loosely
connected with an English group on the left. (2) Represents the language bridge type; in this network, the Japanese group on the right side (green) is tightly connected with
the English group on the left, and intermingled with bilingual users (violet and dark green). (3) The peripheral language, Portuguese, on the right side (green) of the dominant
English group. (4) Exemplifies the union type, where the Greek group on the left (turquoise) is merging and mixing with the English group on the right, and there are many
bilinguals (violet and dark green). (5) Illustrates the integration type; the English group being inside the Arabic (green). Visualizations made with Gephi. (For interpretation of
the references to color in this figure legend, the reader is referred to the web version of this article.)
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Expatriates, migrants, minorities, diaspora communities, and
language learners play an important role in forming transnational
networks and cultural bridges between nations and communities.
Many users of social media are multicultural and multilingual.

In this work, we investigate how multilingual users of Twitter
mediate between language groups in their social network, focusing
on social connections and language choice. The motivation for this
research is to advance our understanding of the network structures
and communication strategies that foster intercultural dialog and
collaboration, cross-language sharing of information, the use of
multiple languages, and awareness of global problems.

Two questions drive this research:

1. In what ways are language groups connecting within the social
networks of multilingual Twitter users?

2. How is the social network of multilingual Twitter users influ-
encing their choice of language?

This work applies social network analysis to study the networks
of multilingual users and contributes an original classification of
network types based on the patterns of connections between
language groups. Also, we create new network statistics to differ-
entiate these network types. Finally, we propose and apply the
novel idea of modeling the influence of social network factors in
the language choices of the user.

This research can benefit the study of information diffusion
regarding the potential impact of these types of network structures
on information flows across languages. Also, it contributes to
understanding users’ language selection behavior, which can
inform the design of social media platforms.

2. Background

In Twitter, users share posts with followers; these posts are lim-
ited to 140 characters and often include links to webpages and
images. Twitter has characteristics of a social network—although
relationships do not need to be reciprocal—and an information-
sharing network, where both mainstream media and user-gener-
ated content are disseminated publicly (Kwak, Lee, Park, & Moon,
2010; Lotan et al., 2011). Twitter posts can be of three types: (1)
a public post; (2) a public reposting by means of the button
‘‘Retweet’’ or preceding copied text by ‘‘RT’’ or ‘‘rt’’; (3) a reply to
a user, preceding the username by ‘‘@’’. The key to the success of
Twitter is due to the speed of information dissemination and the
fact that most of this information is publicly accessible.

A large-scale study of the languages used on Twitter reveals
that almost 49% of the posts are written in a language different
from English (Hong et al., 2011). Their closing reflection encour-
ages the study of bilingual brokers and how information flows
across language communities (Hong et al., 2011). A more recent
large-scale survey of Twitter, The Twitter of Babel (Mocanu et al.,
2013), compares the percentage of English use on Twitter in 20
countries versus the vernacular language use, illustrating the
weight that English has in communications via Twitter (Mocanu
et al., 2013). For this reason, we selected multilingual users who
have English as one of their language options.

Our main contribution is going beyond survey information
about multilingualism on Twitter and providing a deeper under-
standing about the structural relations between language commu-
nities in a social network.

We were inspired by other works that apply social network
analysis to study languages on the blogosphere (Herring et al.,
2007; Etling, Kelly, Faris, & Palfrey, 2010). These studies identified
bloggers who were writing in two languages and formed ‘‘language
bridges’’ between communities, or connected a national

blogosphere with the international one. Later, Hale (Hale, 2012)
studied topic-based cross-language linking among blogs and found
that Global Voices, an international blogging community that pro-
motes translation of content, created 15% of all cross-language
links in the dataset (Hale, 2012). This finding illustrates that
designing for multilingualism and cross-cultural awareness has a
impact on the network structure.

With a view on future research about the roles of multilingual
users, our analysis followed an approach similar to that of studies
classifying network structures for the purpose of defining user
roles or communication patterns. For instance, Welser, Gleave,
Fisher, and Smith (2007) defined user types by their network struc-
ture and Smith, Rainie, Shneiderman, and Himelboim (2014) also
used network structure to distinguish Twitter conversational
archetypes. Aside, there is a growing body of literature about the
automatic detection of communities and overlaps among them,
which primarily focuses on developing algorithms and thus a
review of it falls outside the scope of this work.

Another contribution of our research is to study, for the first
time, the influence of social network factors in language choice.
Previous studies found that the presence of a multilingual audience
online encourages the use of English as a lingua franca (Durham,
2007; Johnson, 2013). In consequence, we propose a multilingual
index of the social network as a potential predictor of English
use by the multilingual subject in Section 5.1.

3. Methodology

First, we identified Twitter users authoring posts in English and
another language. We collected their last 50 posts and their ego-
centric network. The egocentric network has become a standard
unit of measurement for studying small scale interactions
(Granovetter, 1973); it consists of an individual node, called the
ego, and all of its connections. Also, we include the connections
among the ego’s contacts (degree 1.5). In this work, we consider
the contacts to be followers and followings of the ego.

Subsequently, we analyzed automatically the last 30 posts of all
the users within the egocentric networks to identify the language
they are using in Twitter. In summary, the data comprises a list
of 92 egos (multilingual subjects), with 50 posts each, and a list
of contacts associated with every ego, with a language label, and
their linkages in the form of an adjacency list. Fig. 1 illustrates
the components of the dataset.

In Section 4, the social network analysis combines a qualitative
approach and network statistics to generate a classification of net-
work types based on the patterns of connections between language
groups. The unit of the analysis is the egocentric network of mul-
tilingual users. The study follows an exploratory design, with a first
qualitative phase of classification and a second quantitative phase,

Ego 1 

Ego 2 

Post 1, en 
Post 2, en 
Post 3, es

Post 50, en 

Ego 92 

Contact 1, contact 2 
Contact 1, contact 3 
Contact 2, contact 3 
Contact 3, contact 4 

Contact 1, en 
Contact 2, es
Contact 3, en 
Contact 4, en 

Text, language Adjacency list Network languages List of egos 

Fig. 1. The data comprises a list of 92 egos, with 50 posts each and language labels,
their contacts with a language label, and the social network edges in an adjacency
list.
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quence, certain combinations of properties are not possible, there
are no instances in the dataset, and the corresponding codes were
discarded: code 3 (A1, B2, C1), code 4 (A1, B2, C2), code 5 (A1, B3,
C1), and code 6 (A1, B3, C2).

In a subsequent iteration, codes that had very few instances
could be grouped with codes of similar properties: code 2 (A1,
B1, C2) and code 8 (A2, B1, C2) grouped together have 12 net-
works; code 9 (A2, B2, C1) and code 10 (A2, B2, C2) grouped
together have 9 networks; code 11 (A2, B3, C1) and code 12 (A2,
B3, C2) grouped together have 17 networks;

The resulting groups of codes constitute the five categories of
bilingual networks obtained with a qualitative approach. Below,
we define the categories of egocentric networks and Fig. 5 illus-
trates them with examples from the data. Here, bridge is used in
a metaphorical sense.

! Gatekeeper (Fig. 5.1): two language groups connected by a few
nodes only, with properties A1, B1, and C1 (12 networks).

! Language bridge (Fig. 5.2): two tightly connected language
groups, but still separated, with properties A2, B1, and C1 (12
networks).
! Peripheral language (Fig. 5.3): a dominant language group con-

nected to a small or not cohesive language group, with proper-
ties A1 or A2, B1, and C2 (12).
! Union (Fig. 5.4): two tightly connected language groups, where

one language group has been penetrated by the other, with
properties A2, B2, and C1 or C2 (9 networks).
! Integration (Fig. 5.5): one language group inside another with

properties A2, B3, and C1 or C2 (17 networks).

The categories gatekeeper and language bridge present a contin-
uum of increasing connectivity between the two language groups,
where extreme cases could potentially belong to the other cate-
gory. Similarly, the union and integration categories present a con-
tinuum of increasing penetration of one language group within the
other. The implication is that no statistic is going to divide these
categories cleanly. However, the network statistics helped to refine
which networks were in which categories in the extreme cases.

4.2. Network statistics

Similarly to how user types were defined by network structure
by Welser et al. (2007), we created network statistics that can dif-
ferentiate the network types.

First, we tried to convey the qualitative property of degree of
connection between language groups with the cross-language edge
ratio (XLangR). To compute this ratio, we used the total number of
edges in the graph (T), except those linking to nodes with no data

Table 1
Properties of bilingual networks observed in the visualizations.

Properties

(A) Degree of connection between language groups (A1) Few connections
(A2) Tightly connected

(B) Degree of integration of one language group (B1) Separated
inside another (B2) Partial integration

(B3) Complete
integration

(C) Relative size of one language group respect to (C1) Similar size
the other (C2) Very different size

(1) (2)

(3) (4) (5)

Fig. 5. Networks of five multilingual Twitter users exemplifying the network types. The nodes are their contacts and the edges represent the ‘‘follower/following’’
relationship. Pink nodes post in English and yellow/white is used for nodes with no data. (1) The gatekeeper type; there is a French group on the right side (green) loosely
connected with an English group on the left. (2) Represents the language bridge type; in this network, the Japanese group on the right side (green) is tightly connected with
the English group on the left, and intermingled with bilingual users (violet and dark green). (3) The peripheral language, Portuguese, on the right side (green) of the dominant
English group. (4) Exemplifies the union type, where the Greek group on the left (turquoise) is merging and mixing with the English group on the right, and there are many
bilinguals (violet and dark green). (5) Illustrates the integration type; the English group being inside the Arabic (green). Visualizations made with Gephi. (For interpretation of
the references to color in this figure legend, the reader is referred to the web version of this article.)
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quence, certain combinations of properties are not possible, there
are no instances in the dataset, and the corresponding codes were
discarded: code 3 (A1, B2, C1), code 4 (A1, B2, C2), code 5 (A1, B3,
C1), and code 6 (A1, B3, C2).
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B1, C2) and code 8 (A2, B1, C2) grouped together have 12 net-
works; code 9 (A2, B2, C1) and code 10 (A2, B2, C2) grouped
together have 9 networks; code 11 (A2, B3, C1) and code 12 (A2,
B3, C2) grouped together have 17 networks;

The resulting groups of codes constitute the five categories of
bilingual networks obtained with a qualitative approach. Below,
we define the categories of egocentric networks and Fig. 5 illus-
trates them with examples from the data. Here, bridge is used in
a metaphorical sense.

! Gatekeeper (Fig. 5.1): two language groups connected by a few
nodes only, with properties A1, B1, and C1 (12 networks).

! Language bridge (Fig. 5.2): two tightly connected language
groups, but still separated, with properties A2, B1, and C1 (12
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! Peripheral language (Fig. 5.3): a dominant language group con-

nected to a small or not cohesive language group, with proper-
ties A1 or A2, B1, and C2 (12).
! Union (Fig. 5.4): two tightly connected language groups, where

one language group has been penetrated by the other, with
properties A2, B2, and C1 or C2 (9 networks).
! Integration (Fig. 5.5): one language group inside another with

properties A2, B3, and C1 or C2 (17 networks).

The categories gatekeeper and language bridge present a contin-
uum of increasing connectivity between the two language groups,
where extreme cases could potentially belong to the other cate-
gory. Similarly, the union and integration categories present a con-
tinuum of increasing penetration of one language group within the
other. The implication is that no statistic is going to divide these
categories cleanly. However, the network statistics helped to refine
which networks were in which categories in the extreme cases.

4.2. Network statistics

Similarly to how user types were defined by network structure
by Welser et al. (2007), we created network statistics that can dif-
ferentiate the network types.

First, we tried to convey the qualitative property of degree of
connection between language groups with the cross-language edge
ratio (XLangR). To compute this ratio, we used the total number of
edges in the graph (T), except those linking to nodes with no data

Table 1
Properties of bilingual networks observed in the visualizations.

Properties

(A) Degree of connection between language groups (A1) Few connections
(A2) Tightly connected

(B) Degree of integration of one language group (B1) Separated
inside another (B2) Partial integration

(B3) Complete
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(C) Relative size of one language group respect to (C1) Similar size
the other (C2) Very different size

(1) (2)

(3) (4) (5)

Fig. 5. Networks of five multilingual Twitter users exemplifying the network types. The nodes are their contacts and the edges represent the ‘‘follower/following’’
relationship. Pink nodes post in English and yellow/white is used for nodes with no data. (1) The gatekeeper type; there is a French group on the right side (green) loosely
connected with an English group on the left. (2) Represents the language bridge type; in this network, the Japanese group on the right side (green) is tightly connected with
the English group on the left, and intermingled with bilingual users (violet and dark green). (3) The peripheral language, Portuguese, on the right side (green) of the dominant
English group. (4) Exemplifies the union type, where the Greek group on the left (turquoise) is merging and mixing with the English group on the right, and there are many
bilinguals (violet and dark green). (5) Illustrates the integration type; the English group being inside the Arabic (green). Visualizations made with Gephi. (For interpretation of
the references to color in this figure legend, the reader is referred to the web version of this article.)
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Gatekeeper

Language bridge

Peripheral Union Integration

Gatekeeper (Fig. 5.1): two language groups connected by a few 
nodes only, with properties A1, B1, and C1 (12 networks). 

Language bridge (Fig. 5.2): two tightly connected language 
groups, but still separated, with properties A2, B1, and C1 (12 
networks). 

Peripheral language (Fig. 5.3): a dominant language group 
con- nected to a small or not cohesive language group, with 
properties A1 or A2, B1, and C2 (12). 

Union (Fig. 5.4): two tightly connected language groups, where 
one language group has been penetrated by the other, with 
properties A2, B2, and C1 or C2 (9 networks). 

Integration (Fig. 5.5): one language group inside another with 
properties A2, B3, and C1 or C2 (17 networks). 
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ABSTRACT
In a multilingual society, language not only reflects culture and her-
itage, but also has implications for social status and the degree of
integration in society. Different languages can be a barrier between
monolingual communities, and the dynamics of language choice
could explain the prosperity or demise of local languages in an in-
ternational setting. We study this interplay of language and net-
work structure in diverse, multi-lingual societies, using Twitter. In
our analysis, we are particularly interested in the role of bilinguals.
Concretely, we attempt to quantify the degree to which users are
the “bridge-builders” between monolingual language groups, while
monolingual users cluster together. Also, with the revalidation of
English as a lingua franca on Twitter, we reveal users of the native
non-English language have higher influence than English users, and
the language convergence pattern is consistent across the regions.
Furthermore, we explore for which topics these users prefer their
native language rather than English. To the best of our knowledge,
this is the largest sociolinguistic study in a network setting.
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J.4 [Social and Behavioral Sciences]: Sociology

Keywords
Multilingualism; Sociolinguistics; Topic Modeling; Social Media

1. INTRODUCTION
The language we speak is an integral part of our culture. We

use it to communicate, to transmit facts and emotions, and to nav-
igate the social environment surrounding us. In multilingual soci-
eties such as Canada or Switzerland, the spoken language can even
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be a political statement with wide-ranging implications. In some
cases, governments subsidize programs to save a language from
disappearing. At the individual level, people who are fortunate to
be bilingual constantly make a choice in favor of or against one
or the other language. Anecdotally, even after mastering a second
language many people continue to count (and swear [14]) in their
mother tongue. At the societal level, the question arises to which
degree bilinguals are the “glue” that keeps multilingual societies
together.

We study the phenomena of multilingual societies and the role
that bilinguals play in them by using large amounts of Twitter data.
Social media data has the fascinating component of also containing
a network. These social links allow us to investigate the interaction
between a user’s language and their social surroundings. Under-
standing this interaction has a number of potential implications:

• Preservation of a language. Assuming that you are bilingual
and that all of your friends understand English reasonably
well, but not all understand your native language. Should
you switch your language to maximize your audience size?

• Social capital[8] and potential issues of segregation. Is it
possible to build social ties across language barriers? Which
role do bilinguals play in this “bridge-building”?

• Social status and language assimilation. Eliza Doolittle in
George Bernard Shaw’s “Pygmalion”/“My Fair Lady” un-
derwent a huge change in social status by learning a new
language, though just a “high class dialect” in this case. Gen-
erally, are there elite languages in multi-lingual societies?

• Language selection. How do bilinguals choose one language
over the other for a given topic? Do they prefer their mother
tongue for issues “close to the heart”? Correspondingly, is
the same topic discussed differently in different languages?

We explore these questions with large-scale Twitter data from sev-
eral multilingual societies. We analyze the Twitter following be-
havior to uncover whether monolingual users form tightly con-
nected clusters, what bridging roles multilingual users play, and
which language groups show higher social status. We apply lan-
guage processing to analyze the amount of language usage depend-
ing on the surrounding network, and probabilistic topic modeling
to discover the differences in topics in different languages by mul-
tilingual users. Methodologically, we propose metrics for quanti-
fying language use and network diversity in multilingual Twitter
network, and we illustrate techniques from machine learning ap-
plied to multilingual tweets.

2. RELATED WORK
There is now widespread recognition among linguists that so-

cial media such as Twitter are highly multilingual and provide an
immense volume of real-world language data. Several studies in
sociolinguistics have explored Twitter and other online language
[6, 9, 3, 22, 12, 34, 17, 2, 4], and in particular, social scientists
have examined the strategic use of multilingualism on Twitter in
recent political movements [30]. However, these studies are lim-
ited in scope, which require computational tools for a systematic
analysis of multilingualism that involves both network analysis and
language processing at a large scale.

More recently, sociolinguists, together with computer scientists,
have tried to map out linguistic diversity through spatial and tem-
poral analyses of multilingual Twitter. Studies by [5] and [24] have
revealed the extensive use of a large number of different languages
in Manchester, discovering Twitter users in Manchester are con-
nected globally and use languages other than those recorded in the
local census. Similarly, [25] used Twitter to detect the extent of
multilingualism in London, which revealed that there are specific
geographical concentrations of monolingual users of different lan-
guages. The processes of language shift, language attrition, lan-
guage loss, language endangerment and language death were also
investigated [19, 15, 18, 23, 31]. The related but different pro-
cess is competition between different groups of language users [33,
29]. While groups with more socio-economic power often have a
crucial impact on the spread of particular language, the size of the
speaker group also plays a significant role. It has been shown that
a single monolingual speaker of a particular language may hold the
key to the survival of the language in the bilingual community, as
the bilingual speakers try to accommodate the monolingual speaker
[16, 20]. It then follows that relatively low number of language
users could have a snowballing effect and prompt the majority to
use a specific language in Twitter. A number of mathematical mod-
els for language competition have been proposed [1, 10, 28].

Social scientists, especially sociolinguists, have long been inter-
ested in the role language plays in the formation of social networks
and in how structures of social networks impact on language prac-
tices [26, 13]. Relatively little is known about the role multilingual-
ism plays in forming these networks and how the virtual networks
impact on multilingual practices. While it is expected that speak-
ers would identify themselves more easily with others who share
the same languages, therefore forming language-specific clusters,
it is not clear how monolinguals and bilinguals would pattern in
relation to each other. Understanding the pattern of connections
between monolingual and bilingual speakers would not only offer
a new perspective on multilingualism on the social media, but also
provide new insights into the societal structures and human rela-
tions in multilingual societies.

3. DATA COLLECTION AND LANGUAGE
DETECTION

We collected Twitter data (recent tweets and friend/follower lists)
from two countries (Qatar, Switzerland) and Quebec province in
Canada. We identified Twitter accounts from two sources. First,
we used Twitter streams provided by GNIP as part of a trial pe-
riod. These streams comprise (i) about 28 hours of Firehose stream
(ii) two weeks of decahose stream, both around June to August
2013. Users with at least one geo-tagged tweet from Qatar and
Switzerland are considered as candidates. Another source of Twit-
ter accounts is the location information from the public user profile

Figure 1: Visualization of Qatar Twitter network. Each node and
edge represents user and followings in the Twitter networks. Each
node is colored by the language usage from corresponding user’s
tweets. AR-EN Bilingual users are located between monolingual
clusters.

Figure 2: Language distribution of the Twitter users for each re-
gion. The upper bar illustrates the distribution of language usage,
and the lower bar shows the distribution of mono-, bi-, and trilin-
gual users. For all regions there are < 1% of trilingual users.

using Followerwonk1. To capture users with only the city names,
for each of the three countries we compiled lists of cities with more
than 10

6 inhabitants, along with the names translated into multiple
languages using Wikipedia entries. After identifying users from the
regions of interest, we used the Twitter API to crawl all their friends
(= followings) and followers, and up to 3,200 recent tweets for each
user. Table 1 shows the statistics of the Twitter data. We ignored
inactive users with fewer than 5 tweets. Then, we classified the lan-
guage used in each tweet, which is not a trivial task because a large
number of tweets contain very little information for language clas-
sification [24] and a single tweet can mix multiple languages. To
optimize language classification accuracy against these challenges,
we aggregated all tweets for each user into a document of tweets.
After removing mentions, hashtags, and URLs, we used Compact
Language Detector 2 2 and detected the top three languages with
their approximate percentages of the text bytes in the document.
We define users as speaking a language if they have � 15% of text
bytes written in the respective language. Figure 2 shows the distri-
bution of language usage.

1
https://followerwonk.com/bio

2
https://code.google.com/p/cld2/

of user a, region r and lingua group i is defined as
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Monolinguals Cluster Together. For all three regions, we found
that monolingual groups consistently show lower D1 scores than
multilingual groups. As in D1, monolingual groups have higher
D2 when compared to the multilingual groups in the same region
except for the English monolinguals. Figure 3 shows both D1 and
D2 for each group. We also found that monolingual lingua groups
have higher self-follow index than any bilingual groups in all re-
gions. The results from three diversity metrics and Intra-Inter edge
ratio suggests that users in monolingual subgroups have a strong
tendency to follow users inside of the same subgroup, while bilin-
guals do not.

Users of Local Language have Higher Influence. We explore
the question of language use and social status, which we estimate
simply with the number of followers, as studies have shown that
tweets from a user with a high in-degree are more likely to be
retweeted [11, 32]. We first look at the mean and median of the
number of followers and friends of users in each lingua group within
the network. This is to approximate the user’s intra-region social
status by excluding the effect toward the outside of the network in
our data. To minimize the effects of outliers we removed the top
and bottom 10% of users for the number of followers and friends.
Figure 3 shows the average number of followers and friends for
each lingua group in three regions, and median strictly followed
the mean numbers. In all three regions and all lingua groups, we
found that the number of friends is always larger than the number
of followers. Also, for all three regions, users tweeting in the lo-
cal language have more followers and friends, even when there are
more English monolinguals in the dataset, such as in Switzerland
and Quebec. This phenomenon shows that users tweeting in the
local language exert higher influence within the regional network.

5. ANALYSIS OF BILINGUAL GROUPS
In this section, we analyze questions such as: Do bilinguals act

as bridges between monolingual groups? Is there a pattern of lan-
guage convergence where, say, when your audience contains a cer-
tain fraction of English-only speakers you switch to English?

Bilinguals and English Act as Bridges. The previous sec-
tion showed that monolinguals form clusters. Now we analyze
the mono- and bilingual bridges that glue multilingual societies to-
gether, as well as help to avoid language-ghettoization. We first vi-
sualize how monolingual and multilingual users follow each other.
Figure 4 shows the ratio of follows among lingua groups in the
three regions. A node represents a lingua group, and the size of a
node corresponds to the relative number of users in that group. We
only show nodes for the lingual groups that are represented in Fig-
ure 3. Only edges with weight higher 10% are shown to avoid vi-
sual clutter. To calculate the numbers underlying the figure, we first
get the follow distribution toward lingua groups for each user, then
averaged the distributions for all users in the same lingua group.
We found that bilingual groups bridge monolingual groups. The
key findings are (i) English acts as a hub language, meaning mono-
lingual groups are connected through a X-EN bilingual group, or
through the EN group, (ii) Bilingual group X-Y bridges two mono-
lingual groups X and Y , (iii) In-group following takes the largest
proportion for monolingual groups, and (iv) Monolingual users do
not follow monolingual users of another language.

Figure 4: Following patterns among lingua groups. The color of
an edge corresponds to the source color of the edge. Following
distribution normalized for each user and averaged over group. The
number for each edge corresponds to the ratio of the followings
over all from source group. Edges having weight > 0.10 are shown.

For all three regions, we found that English users communi-
cate with bilingual groups. Specifically, monolingual groups are
strongly connected with respective bilingual groups, which in turn
are connected to the EN group. Such connection property forms a
star-shaped network with EN group as a hub. Our observation that
English acts as a hub language revalidates the prior finding that
English is used as a lingua franca in Twitter.

Language Convergence Consistent Across Regions. Given
that the tweets are broadcast to every follower, how should mul-
tilinguals choose their language? A game-theoretic approach with
an objective of “maximizing the audience” might predict that it re-
quires the users to switch to the language of largest fraction. This
could then quickly lead to a global convergence to a single lingua
franca and pose a threat to the preservation of language. We inves-
tigate this issue by looking at the language distribution of bilingual
users on Twitter. A user who at least occasionally tweets in differ-
ent language has a choice and could use either language. How does
their tweet mixing ratio, i.e., the fraction of tweets in English, de-
pend on the mixing ratio of their followers, i.e., the average tweet
mixing ratio of their followers, bilingual or not? If we were to ob-
serve a steep, threshold-like shape of the curve for English, where
bilinguals predominantly use English as soon as a small fraction of
their followers use only English, then this would spell trouble for
the “native” languages.

“We found that from all bilingual groups in three regions, bilingual users post informational and political tweets for the local audience in local 
language. They, on the other hand, post events, tourism, photography, and other leisure-related tweets in English for the non-local audience.“
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monolingual communities, and the dynamics of language choice
could explain the prosperity or demise of local languages in an in-
ternational setting. We study this interplay of language and net-
work structure in diverse, multi-lingual societies, using Twitter. In
our analysis, we are particularly interested in the role of bilinguals.
Concretely, we attempt to quantify the degree to which users are
the “bridge-builders” between monolingual language groups, while
monolingual users cluster together. Also, with the revalidation of
English as a lingua franca on Twitter, we reveal users of the native
non-English language have higher influence than English users, and
the language convergence pattern is consistent across the regions.
Furthermore, we explore for which topics these users prefer their
native language rather than English. To the best of our knowledge,
this is the largest sociolinguistic study in a network setting.
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1. INTRODUCTION
The language we speak is an integral part of our culture. We

use it to communicate, to transmit facts and emotions, and to nav-
igate the social environment surrounding us. In multilingual soci-
eties such as Canada or Switzerland, the spoken language can even
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be a political statement with wide-ranging implications. In some
cases, governments subsidize programs to save a language from
disappearing. At the individual level, people who are fortunate to
be bilingual constantly make a choice in favor of or against one
or the other language. Anecdotally, even after mastering a second
language many people continue to count (and swear [14]) in their
mother tongue. At the societal level, the question arises to which
degree bilinguals are the “glue” that keeps multilingual societies
together.

We study the phenomena of multilingual societies and the role
that bilinguals play in them by using large amounts of Twitter data.
Social media data has the fascinating component of also containing
a network. These social links allow us to investigate the interaction
between a user’s language and their social surroundings. Under-
standing this interaction has a number of potential implications:

• Preservation of a language. Assuming that you are bilingual
and that all of your friends understand English reasonably
well, but not all understand your native language. Should
you switch your language to maximize your audience size?

• Social capital[8] and potential issues of segregation. Is it
possible to build social ties across language barriers? Which
role do bilinguals play in this “bridge-building”?

• Social status and language assimilation. Eliza Doolittle in
George Bernard Shaw’s “Pygmalion”/“My Fair Lady” un-
derwent a huge change in social status by learning a new
language, though just a “high class dialect” in this case. Gen-
erally, are there elite languages in multi-lingual societies?

• Language selection. How do bilinguals choose one language
over the other for a given topic? Do they prefer their mother
tongue for issues “close to the heart”? Correspondingly, is
the same topic discussed differently in different languages?

We explore these questions with large-scale Twitter data from sev-
eral multilingual societies. We analyze the Twitter following be-
havior to uncover whether monolingual users form tightly con-
nected clusters, what bridging roles multilingual users play, and
which language groups show higher social status. We apply lan-
guage processing to analyze the amount of language usage depend-
ing on the surrounding network, and probabilistic topic modeling
to discover the differences in topics in different languages by mul-
tilingual users. Methodologically, we propose metrics for quanti-
fying language use and network diversity in multilingual Twitter
network, and we illustrate techniques from machine learning ap-
plied to multilingual tweets.


